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Preface

Background

This volume in the series Simulating the Past and in the introduction Computational Social Sciences presents the results of a 5-year research programme titled ‘Finding the limits of the limes: Using spatial dynamical modelling to reconstruct and understand the development of the cultural landscape in the Dutch part of the Roman limes’. The programme, which ran from September 2012 to August 2017 at the Faculty of Humanities of the Vrije Universiteit Amsterdam, was financed by NWO (the Netherlands Organisation for Scientific Research) under the VIDI Innovational Research Incentives Scheme (project number 276-61-005) and aimed to apply spatial dynamical modelling to reconstruct and understand the development of the cultural landscape in the Dutch part of the Roman limes zone from 12 BCE to 270 CE. It focused on modelling economic and spatial relations between the Roman army and the local population, in particular the interaction between agriculture, animal husbandry and wood management and the related development of settlement patterns and transport networks in the area.

The project was in essence intended as a testing ground for a number of computer (simulation) modelling approaches that, up to then, had had very little impact on Roman archaeological research in the Netherlands and beyond. The idea for the project originated at a small workshop organised by the University of Basel in January 2011 themed ‘Calculations in (bio)-archaeology’, where an overview was presented of the state of the art of quantitative approaches to environmental archaeology for the Roman period in NW Europe. While advanced computer simulation models had already been applied to archaeological research questions in many parts of the world and for many time periods (see Van der Leeuw and McGlade 1997; Kohler and Gumerman 2000; Bentley and Maschner 2003; Kohler and Van der Leeuw 2007), Roman archaeology at the time seemed to be largely unaware of the utility of simulation modelling to address archaeological research questions. Also, the adoption of GIS as an analytical and modelling tool seemed, with some exceptions (Vermeulen et al. 2001; Van der Leeuw et al. 2003; Goodchild 2007; Kay and
Witcher 2009), to have been relatively slow. This terra incognita, therefore seemed a potentially fertile ground for extending advanced computer modelling approaches. In particular, it was anticipated that the then emerging technologies of agent-based modelling (ABM) and social network analysis (SNA) could contribute to a better understanding of economy, land use and demographic development in the Roman period, especially when combined with more traditional, static and GIS-based models – hence the reference to ‘spatial dynamical modelling’ in the project title. However, it was also clear that in order to demonstrate and test the utility of this approach, a rich archaeological and palaeoenvironmental data set was needed that would cover a substantial geographic space.

Since the Dutch *limes* area ticked both boxes and had also been the subject of extensive previous research by scholars from the Vrije Universiteit Amsterdam and other Dutch universities, it was decided to apply for the project with NWO in October 2011 (Verhagen 2011). The key objectives were defined as follows:

- Producing new perspectives on the development of the cultural landscape in the *limes* area during the Roman period, by translating current theoretical approaches into spatial dynamical models that include the macro-regional scale, the temporal dimension and the interaction between the natural, economic and sociocultural factors shaping the landscape
- Producing a set of procedures and tools (best practices) on how to use spatial dynamical modelling, and in particular ABM, for this purpose

It was the ambition to connect models of subsistence production at the household level to regional and supra-regional trade models, to link models of agricultural production to models of natural vegetation development, to connect models at different scale levels (micro- and macro-regional) and to find suitable methods to confront the model outcomes with the available archaeological and palaeoenvironmental data.

The project proposal was positively evaluated in May 2012 and consequently work started in September 2012 by the applicant and two PhD students. Jamie Joyce fully focused on the archaeobotanical and archaeozoological aspects and developed agent-based models of agricultural production and fuel consumption at the settlement level. Mark Groenhuijzen worked on the palaeogeographical reconstruction and developed computer-based analyses of settlement patterns and transport networks at the regional level. Philip Verhagen took care of archaeological data collection, analysis and interpretation and focused on palaeo-demographic and palaeo-economical modelling.

**Project Outcomes**

Formally, the project was finished in August 2017, but publication of the research findings has taken some more time, with this volume as one of its results together with various articles already published (Groenhuijzen and Verhagen 2015, 2016,
2017; Joyce and Verhagen 2016, Verhagen et al. 2016a, b) and two PhD dissertations (Joyce 2019; Groenhuijzen 2018). As indicated in the proposal, the methodological approach was completely new for the area and time period addressed and aimed to integrate different geographical, temporal and thematic scales of analysis. Apart from developing new methods and tools in simulation modelling, network analysis and GIS, we have also compiled a new, comprehensive database of archaeological records of the area, prepared a detailed palaeogeographical reconstruction and performed the first macro-regional analysis of the development of land use and settlement in the area.

It is, however, important to stress that the research done in this project has not only focused on modelling as a methodological improvement but also to evaluate archaeological research questions of a larger scope and geographical scale than many of its predecessors. Our approach proved to be most valuable for two aspects of the research. First of all, it integrated models of agriculture, animal husbandry and wood production and investigated their interdependency. The models of agricultural production (see Chap. 7; Joyce) are, as far as we are aware, the first to achieve this kind of integration. Second, it contributed to understanding the spatial effects of changes in economic and settlement systems. The question of distribution of goods and interaction between Roman and local settlements was tackled using network construction and analysis techniques that can be integrated into simulation modelling approaches (see Chap. 12; Groenhuijzen).

A major challenge for the agricultural production models was the translation of ‘expert judgement’ models into formal simulation models, since the assumptions underlying expert judgement models have varying degrees of certainty. Simulation modelling offers an environment to experiment with different scenarios, so this can be seen as a strong point of the chosen approach: uncertainties can be made (more) explicit, and their consequences for the behaviour of the system under consideration can be explored. However, the sometimes anecdotal evidence and contradictory archaeological interpretations available implies that the level of detail of the individual model components is not the same. This implies a large degree of freedom in experimenting and a wide array of possible conclusions on the interplay of the factors involved, highlighting the crucial importance of sensitivity analysis. It has also become clear that scaling up of the agricultural production models from the level of the individual household to the full study region is a task that is at the limits of the capabilities of currently available, off-the-shelf modelling solutions. Experiments carried out by De Kleijn et al. (2018) with our data sets show that other spatial modelling techniques may be helpful for this.

For the transport network modelling, we had to deal with uncertainties in the interpretation of archaeological information and its spatial distribution. In particular, the (lack of) chronological accuracy of find spots can potentially play havoc with the network reconstructions for specific time periods, and simulations of many potential networks were therefore necessary to assess the robustness of the reconstructions and analyses. Furthermore, the development of tools to reconstruct and analyse potential transport and communication networks needed much work to refine existing techniques and making these operational for use with spatial data.
Apart from these methodological results, the project has tried to address two major archaeological research questions. The first one is the question of surplus agricultural production for the Roman army in the study area, based on the hypothesis of Van Dinter et al. (2014) that (partial) provisioning of the soldiers with food must have been possible. From our modelling, it is concluded that the major limitation to agricultural production must have been the availability of workforce, as the area must have posed few limitations to the expansion of settlement and growth of agricultural production, with the exception of the marshlands in the west of the Netherlands. Specialised production, while evidenced to some extent in the archaeological record, does not seem to have been a necessary condition to produce the required surplus, but the models do not rule out the possibility either. Also, scaling up from subsistence-only to surplus production must have been relatively easy given the available land and workforce, even when the exact amount of possible surplus is hard to gauge given the uncertainties surrounding population densities and demographic development (see Chap. 3; Verhagen). However, the low availability of woodland in most of the region may have had long-term effects on the possibility to collect fuel and building material in the immediate vicinity of settlements. Also, the gathering of wood for fuel may have had a significant effect on the availability of workforce.

Secondly, the transport network modelling has resulted in new insights regarding the possible transport and distribution of goods. Local transport networks were thus far mostly neglected in studies on the Dutch *limes*. Our research shows that the position of sites within local networks can explain some of their characteristics, such as stone-built architecture, the presence of grain storages and their (assumed) function as a redistribution site. These results lend support to earlier assumptions on the existence of a system of collection and redistribution through local centres. However, the precise mechanisms responsible for the growth of certain sites still need to be explored. Social and economic interaction between the military and local population also remains a somewhat underexplored modelling theme, with at the moment only tentative interpretations possible of, for example, the negative effects of army recruitment on available workforce and the balance between taxation or forced requisition and market-based trade.

The impact of the project is currently mostly visible in the community of archaeologists involved in simulation and network modelling. Some of our approaches were never applied before, in particular the integrated agricultural production model developed by Jamie Joyce and the transport network reconstruction techniques by Mark Groenhuijzen, and we are confident that these will be useful tools for future research in other contexts. The impact on the archaeological discipline at large and Roman archaeology in particular is harder to gauge at this moment. Simulation modelling is not yet very well established in archaeological research, and the final results from our studies, while pointing indeed to novel explanations for observed settlement patterns, also raise a number of new questions, in particular where it concerns the economic and social theories underpinning the interpretative frameworks used to understand the development of the Roman *limes*. This implies that further research should focus even more on finding ways to translate expert
judgement and incomplete evidence into formal models and to investigate socio-economic issues at larger scales than the settlement level.

**Setup of This Volume**

Importantly, this volume is not just a final report of our project. In January 2017, we organised a project conference in Amsterdam to present our preliminary results (https://limeslimits.wordpress.com/project-conference-2017/) and invited various other researchers to present case studies and reflect on the application of computer (simulation) modelling to the four most important themes we focused upon: subsistence economy, demography, transport and mobility, and socio-economic networks in the Roman period. The papers presented at this conference form the core of this book, with most of the presenters having submitted a chapter.

In this volume, we do not present a general theoretical framework and introduction to the modelling approaches used. Several good introductions exist on how to use ABM (Premo 2010; Kohler 2012), SNA (Collar et al. 2015) and GIS (Conolly and Lake 2006; Verhagen and Whitley 2012) to tackle archaeological research questions, and numerous case studies have appeared over the last two decades where these are used and sometimes even combined to good effect.

The volume is roughly subdivided into three sections: demography and settlement (Chaps. 2, 3, 4, and 5), economy (Chaps. 6, 7, 8, 9, and 10) and transport and movement (Chaps. 11, 12, 13, 14, and 15), although some papers also make connections between the subjects. After a general introduction to the Dutch *limes* zone (Chap. 2; Verhagen, Joyce & Groenhuijzen), Section 1 starts with a chapter by Isabelle Séguy, who provides backgrounds and thoughts on the demography of the *limes* zone, highlighting the special character of the region as an immigration zone. This is followed by a discussion of the demographic model we developed (Chap. 3; Verhagen) to better understand the mechanisms of population growth and decline in the area, which highlights the importance of social and economic factors when trying to project demographic developments and to estimate population sizes from generalised demographic assumptions. Tyler Franconi and Chris Green (Chap. 4) then demonstrate how ‘broad-brush’ approaches based on large datasets can provide valuable information on large-area population and settlement dynamics, especially when considered over longer time spans than just the Roman period. Antonin Nüsslein (Chap. 5), on the other hand, shows how the detailed study of the development trajectories of excavated settlements in NE France was used to understand the characteristics and diversity of survey data and thus could be applied to study the development of settlement patterns in larger areas.

Section 2 starts with a discussion by Willem Jongman of the macro-economic setting of the *limes* zone (Chap. 6). Jamie Joyce then summarises the set-up and outcomes of the agricultural production model for the *limes* zone (Chap. 7). Antoni Martín i Oliveras and Víctor Revilla Calvo (Chap. 8) then take us to Spain in a study on modelling the economy of wine in the Roman period. Eli Weaverdyck (Chap. 9)
stays close to home, with a GIS-based statistical model of the distribution of settlements with regard to possible markets in the Dutch *limes*, applying an approach that he developed earlier for the Lower Danube *limes*. Stefano Bertoldi, Gabriele Castiglia and Angelo Castrorao Barba (Chap. 10) then bring us to the Ombrone Valley in the heart of the Roman Empire, where they show how combining spatial and network analysis and the study of diagnostic find categories can shed light on the spatial and economic organisation of hierarchical settlement systems.

The last section starts with an extensive overview of modelling of routes and transport networks (Chap. 11; Verhagen, Nuninger & Groenhuijzen). Mark Groenhuijzen then presents his work on reconstructing the local transport network of the Dutch *limes* (Chap. 12) and its implications for the interpretation of the settlement pattern. After that, Pau de Soto (Chap. 13) shows that network analytical approaches can be used to understand connectivity over the large scale, by analysing the Roman road network of the Iberian peninsula. Another Spanish case study is then presented on modelling and understanding the development of the Roman road network in the northwestern Iberian peninsula (Chap. 14; Parcero-Oubiña et al.). Katherine Crawford (Chap. 15), finally, takes us to the micro-scale with her analysis of movement in the city of Ostia.
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Chapter 1
Finding the Limits of the Limes: Setting the Scene

Philip Verhagen, Jamie Joyce, and Mark R. Groenhuijzen

Abstract The Dutch Roman *limes* zone has a rich history of archaeological and historical research. In this paper, we present an overview of the current state of knowledge as an introduction to other chapters in this volume dealing with the area’s demography, economy and transport system (Chaps. 2, 3, 7, 9 and 12). The main historical developments are sketched against the background of ongoing archaeological research in the area, and the main hypotheses concerning the development of settlement and the rural economy are discussed.

Keywords Limes · Roman period · The Netherlands · Archaeology · Rural economy

1.1 Introduction

In this chapter, we sketch the geographical and historical setting of the Dutch Roman *limes*, together with background on the research history in the area and an overview of the main hypotheses on economic and demographic developments in the region. It serves to set the scene for the chapters dealing with modelling of the demographic development, subsistence economy and transport networks (Chaps. 2, 3, 7, 9 and 12). Inevitably, however, it can only touch the surface of a substantial and lively debate in Dutch Roman archaeology and should therefore be considered as a basic introduction. We have provided numerous relevant references to more in-depth studies for those wishing to know more about the details of specific research projects and the theoretical debate.
1.2 The Geographical Space

The Dutch *limes* zone roughly comprises a 50 km wide strip in the middle of the Netherlands, stretching from the North Sea until Germany over a distance of approximately 150 km from west to east. To the north, the zone is bordered by the course of the Rhine, which was established as the northern frontier of the Roman Empire around the middle of the first century CE. The Romans never clearly demarcated the geographical extent of the *limes*, but it may have meant as much as a zone of hundreds of kilometres wide (Whittaker 1997). For all practical purposes, however, the Dutch ‘*limes* zone’ can be defined as the extent of the two *civitates*, or allied states, of the Batavians and Cananefates immediately south of the Rhine. The exact extent of these *civitates* remains somewhat speculative, but it is thought that the Batavian *civitas* covered the zone roughly to the east of the current town of Woerden up into current Germany, and to the south it would have reached a few kilometres inland from the Meuse (*Maas*) river (Vossen 2003; Vos 2009). The Cananefatian *civitas* occupied the western half of the *limes* zone, roughly delimited to the south by the current provincial borders of Zuid-Holland (Fig. 1.1).

This region has undergone considerable environmental and anthropogenic change over the past 2000 years, leading to substantial changes in river courses, coastline, vegetation and land use. The Rhine diverted its main branch to the south in the course of the Early Middle Ages, and the current coastline dates from the Late Medieval period. Peat reclamation in the Late Middle Ages and Early Modern period created the current polder landscape, and large-scale urbanization in the

![Fig. 1.1 Overview map of the Dutch limes zone, with reconstructed palaeogeography. (From Groenhuijzen 2018)](image-url)
The nineteenth and twentieth centuries further altered the rural landscape. All in all, the current region would be almost unrecognizable to the inhabitants of the Roman period. This means that no meaningful historical and archaeological analysis of the Dutch *limes* zone can be undertaken without a reconstruction of its palaeogeography. Fortunately, a palaeogeographical map of the north-western part of the *limes* zone was already assembled by Van Dinter (2013) on the basis of an extensive database of geological bore holes collected by the University of Utrecht, and of detailed LiDAR-based elevation data. We have followed her methodology to complete this reconstruction for the remaining area of the study region. A detailed description of the data sources used and the methodology applied is given in Groenhuijzen (2018).

On the basis of this reconstruction, we can broadly distinguish three major landscape zones in the Roman period from east to west. To the east of the current city of Utrecht, the landscape was dominated by fluvial landforms: river beds, levees and flood basins. These areas were mostly suitable for all kind of agricultural activities and posed no serious challenges for settlement and transport apart from the major river crossings. In a few places, glacial moraines form more pronounced hills; the city of Nijmegen was founded on one such outcrop. To the west of Utrecht up to the coastal dune area, the landscape was much wetter. Here, the levees only occupied narrow strips of land surrounded by vast areas of marshland and peat. Opportunities for settlement and agriculture were much more limited here. Finally, the coastal dune area formed a narrow strip of more elevated terrain that was eminently suitable for human occupation. Palaeobotanical evidence indicates that the *limes* zone was already largely deforested before the Roman period (Kooistra et al. 2013). More detail on the suitability of the landscape for human settlement and agriculture is given in Chap. 7 (Joyce).

### 1.3 History of Research

The interest in Roman frontier forts in the Netherlands has a long history and received its first impetus by the discovery of remains of the Brittenburg fort on the seaside near Katwijk in the sixteenth and seventeenth centuries (Dijkstra 2011). However, more focused research on the presence of the Romans in this part of the Netherlands only started with the excavations on the site of Arentsburg near current Voorburg by Casper Reuvens in the early 1800s, where the remains of the Cananefatian *civitas* capital Forum Hadriani were unearthed (Reuvens 1829). By the early twentieth century, Dutch archaeologists, operating from the State Museum of Antiquities (RMO) and the University of Leiden, had established the location of a number of Roman forts in the area and partly excavated a few of them, in particular the fort at Vechten (Fectio; see Polak and Wynia 1991). However, the structure and development of the *limes* forts remained rather obscure until the 1940s, when excavations by the University of Groningen at Valkenburg (Praetorium Agrippinae) yielded masses of new information (Van Giffen 1948, 1955), in particular since organic materials were very well preserved in the waterlogged conditions along the
Rhine. The Valkenburg fort therefore remains one of the best known examples of a Roman *castellum*. From then on, the number of known forts steadily increased through research by the State Service for Archaeological Research (ROB), universities and amateur archaeologists. A spectacular find was the discovery of six Roman shipwrecks in Zwanmerdam between 1971 and 1974 (De Weerd and Haalebos 1973; De Weerd 1988), again pointing to the importance of the Dutch *limes* zone for the preservation of organic remains.

In the eastern river area, the course of the Rhine has shifted considerably since the Roman period, having obliterated many traces of occupation along the river. Consequently, very little new data on military sites in the eastern region has been added to the information that was available in the early 1990s (Bechert and Willems 1995). To the contrary, the western river area, where no substantial erosion has taken place, has yielded large amounts of new information over the past 20 years. This was spurred on by the new system for heritage management in the Netherlands which allowed for commercial excavations from 1998 onwards, and included more finds of Roman shipwrecks at Vleuten-De Meern (Van der Kamp 2007, 2009; Langeveld et al. 2010), and hitherto unknown smaller forts at Bodegraven (Van der Kooij et al. 2005; Vos et al. 2016) and The Hague-Ockenburgh (Waasdorp 2012). The position of the Roman forts west of Wijk bij Duurstede is therefore now well established, with the exception of the Brittenburg fort which is thought to have been eroded by the North Sea. A good overview of the development of the military infrastructure in the Dutch *limes* zone before 37 CE is given by Polak and Kooistra (2013). For the later period, however, a comprehensive synthesis is still lacking, even when the investigations of the individual forts have been published in much detail. Most of these are in Dutch, making them less accessible to the outside academic world.

The hinterland of the *limes* was traditionally less intensively studied, even though the city of Nijmegen (Noviomagus) has been a focus of investigation since the 1970s, since it is the only major Roman town and military centre in the Netherlands (Willems 1990; Willems and Van Enckevort 2009; Van Enckevort and Heirbaut 2010). The first regional analyses of the rural areas were published by Tom Bloemers (1978) and Willem Willems (1986) as part of their PhD research. Bloemers’ study focused on the site of Rijswijk-De Bult, and he took great efforts to use the excavation results to understand the development of rural settlement of the Cananefatian area. Willems, on the other hand, worked on an overall inventory of settlement for the Batavian area, and produced one of the first truly regional archaeological studies in the Netherlands. The problem that both had to confront was that the excavation evidence and survey data were difficult to reconcile. The number of excavations at the time was limited and concentrated on the larger sites, so many of their conclusions have now been challenged, even when their work is still valuable for its broad overview.

Since then, the rural areas have become the focus of intensive academic and heritage management driven research with large surveys and extensive excavations carried out in the Kromme Rijn region (Vos 2009), the area around Tiel (Vossen 2003; Groot 2008; Heeren 2009), the Midden-Delfland region (Van Londen 2006) and the
Maaskant region (Jansen and Fokkens 1999). A relatively recent research focus is the military road connecting the forts, which has become the subject of detailed investigation since the early 2000s (Luksen-IJtsma 2010; Van der Heijden 2016).

1.4 Historical Setting

1.4.1 Early Roman Involvement (20 BCE–39 CE)

The region that would become the limes zone in the Netherlands is mentioned first in the historical record by Julius Caesar (BG 4.10). While Caesar’s campaigns brought him to the Rhine in 55 BCE, possibly even fighting a battle at the bifurcation of Rhine and Waal, he had no great interest in the region (Willems 1986). Roman interference at first remained restricted: the Roman policy seems to have been to repopulate the area with allied tribes and control it in that way. In 16 BCE, this strategy proved unsuccessful when Germanic tribes raided into the Roman-controlled areas to the west and south of the Rhine. Possibly, these raids were triggered by the building of a legionary camp (castra) housing two legions at Nijmegen-Hunerberg in 19/20 BCE (Driessen 2007). In response, emperor Augustus dispatched his general Drusus, who, within a few years’ time, launched three major campaigns into Germanic territory. Legions were stationed in Nijmegen, Xanten and Mainz in 15 BCE, and in 12 BCE the Roman fleet sailed into the North Sea to fight the Frisians and Chauci on the north coast of Germany. The operation included digging one or more canals and the construction of a dam in the river Waal to provide better access to Lake Flevo. There is no archaeological evidence of other military camps associated with this campaign, and the Nijmegen castra was abandoned in 12 BCE. By this time, the native peoples in the Lower Rhine region could already be divided into the Cananefates of the western region and the larger tribe of the Batavians in the east (Willems 1986).

The military base of operation was evidently thought to be effective, since the first Roman fort on Dutch territory was constructed in Vechten, probably between 5 BCE and 0 CE, at the entrance to the Vecht river (Zandstra and Polak 2012). During Germanicus’ campaigns in 14–16 CE, two more castella were founded, at Velsen (Bosman and De Weerd 2004) and Arnhem-Meinerswijk (Willems 1980). The limes at that point in time did not exist as a military or political concept: Velsen is located to the west of Amsterdam, where the Oer-IJ river flowed into the North Sea. Nijmegen remained the centre of military operations, even when the military camp was much reduced in size after Drusus’ campaigns. The town of Oppidum Batavorum developed alongside it from approx. 10 CE onwards and served as the Roman administrative and economic centre. It is doubtful whether the limes was, in this period, a well-organized infrastructure (as it clearly is in later periods) or rather a set of loosely connected key points. In 28 CE the supposedly pacified Frisians rebelled against Roman taxations and laid siege to the Velsen castellum. After this, the Romans withdrew their troops to the south of the Rhine.
1.4.2 The Development of the Limes as a Frontier Zone (39–70 CE)

Emperor Caligula took up the plan for the invasion of Britannia in 39 CE, leading to a new phase of military activity in the area. A fort was erected at Valkenburg, a new one built at Velsen, smaller fortifications were constructed in Alphen aan den Rijn and Vleuten-De Meern, and a first road may have been built to connect the forts along the Rhine. After the death of Caligula, emperor Claudius decided that it would be impossible to maintain two offensive armies stationed in the Lower Rhine area, one to fight in Britain, and one to fight in Germany. Instead, the Rhine was fixed as the northern boundary of the Roman Empire. During Claudius’ reign, the number of forts expanded quickly. With the exception of Leiden-Roomburg, all known forts to the west of Vechten date from before 50 CE. These forts are assumed to initially have been built to protect shipping on the Rhine (Graafstal 2002). In addition, a new castra was developed at Nijmegen and numerous watchtowers were erected between the fortifications. General Corbulo, who oversaw the operation, also had a canal constructed that connected the Rhine to the Meuse estuary via an inland waterway. This makes clear that the Lower Rhine limes was designed as a transportation infrastructure more than anything else.

Where archaeological evidence is available, it is observed that the first forts were somewhat makeshift constructions made from earth and wood, which were already extended and repaired within a few years’ time. The exact occupation strength of the forts is unknown, and it is doubtful whether they were at all times fully occupied. Each fort could station one cohort (technically 480 soldiers); the one at Vechten was built to house a double cohort. It is considered plausible that the forts were initially manned with local (Batavian) auxiliaries (Haalebos 1997), although nothing is certain in this respect (De Weerd 2006).

In this early period of Roman occupation, local and new groups were encouraged to settle in the region, leading to both economic development and population increase. Continuity of settlement from the pre-Roman Late Iron Age is likely with the rural population living in small settlements engaging in mixed agriculture with a focus on pastoralism that was characteristic of the Germanic tribes of the region (see Roymans 1996). A treaty between the Romans and Batavians (and perhaps also the Cananefates) is inferred from Tacitus (Germ. 29) in which the local population was exempt from taxation and instead supplied manpower for the army. In fact, ‘no other population group within the empire was as intensively exploited for recruitment purposes’ (Derks and Roymans 2006, 122). The actual number of recruited individuals has been discussed in a number of studies (e.g. Alföldy 1968; Bloemers 1978; Willems 1986; Vossen 2003). Verhagen et al. (2016a) demonstrated the negative impact on population growth that removal of young adult males from the marriage pool could have. Recruitment could also have had a negative impact on the availability of labour. The impact of incomplete households on agricultural productivity in the study region was discussed briefly by Van Dinter et al. (2014), but there remains scope for further discussion (see Chap. 2, Séguy and Chap. 3, Verhagen).
1.4.3 **Integration in the Roman Empire (70–275 CE)**

In 69/70 CE, a revolt among the tribes of the Dutch *limes* zone is attested in the historical sources (Tac. Hist. 4), connected to a much wider Gallic uprising related to the struggle for power in Rome after emperor Nero’s death. Archaeological evidence shows that almost all forts along the Rhine were burned down, but they were rebuilt quickly. In order to keep better control of the region, the Romans built a new *castra* in Nijmegen and stationed the 10th Legion there. Oppidum Batavorum was deserted, and the population moved to the site of Nijmegen-Waterkwartier, where Ulpia Noviomagus, as the *civitas* capital of the Batavians, eventually developed into the only major Roman town on Dutch territory (Willems and Van Enckevort 2009). The policy of stationing local troops in the forts was changed. Auxiliary troops were now recruited from different parts of the empire, and included plain infantry, cavalry and naval units, although the emphasis is on infantry. Only Vechten and Vleuten-De Meern have yielded evidence for the existence of a civilian settlement before 70 CE, in all other cases the *vici* seem to date from after the Batavian revolt.

It is probable that from then on taxation was imposed on the local population (Groot 2008; Aarts 2013) and the area became formally incorporated into the empire as part of the province of Germania Inferior. From this point on, the Cananefatian *civitas* capital of Forum Hadriani started to grow into a small town (Driessen and Besselsen 2014). The *limes* became the formalized frontier of the Roman empire, and the linear system of forts seems to have been quite stable for a long time. Even when the military occupation strength in Germania Inferior was considerably reduced under emperor Trajan in 103/104 CE, there is little indication that this also led to a reduction in occupation of the *limes* forts (Polak 2009). In cases where we have sufficient evidence, it is clear that the forts and the connecting *limes* road were repaired, extended and improved on several occasions (Graafstal 2002; Van Rijn 2011). The major building activities are associated with the reigns of Hadrian, Marcus Aurelius and Septimius Severus. In the late second century, all forts were rebuilt in stone (tuff). Recently, it has also become plausible that a coastal defence system was established after approximately 150 CE (Dhaeze 2011).

Recent studies (Roymans 2004; Van Londen 2006; Groot 2008; Vos 2009; Heeren 2009; De Bruin 2017) have abundantly made clear that, despite the incorporation into the province of Germania Inferior, developments in the Lower Rhine region remained specific to the area and do not fit very well to generalized models of Roman ‘colonization’. Even when Roman material culture and customs were gradually more and more adopted, both the Batavians and Cananefates continued to emphasize their own cultural identity throughout the Roman period, as is clear from inscriptions, building types, material culture, religion and subsistence economy. In particular, rural settlements consisting of byre houses remain abundant in the zones surrounding the *limes* forts.
1.4.4 The End of the Dutch Limes (~ 275 CE)

The end of the occupation of the *limes* forts is debated but is generally put around 275 CE, after the collapse of the short-lived Gallic empire, although Heeren (2017) argues that discontinuity cannot be proven and that some forts were garrisoned until 293 CE. It seems, however, that already in the mid-third century occupation was not maintained at the intended level, although there is no clear sign of abandonment of forts in this period. The prolonged political and economic crisis within the Roman Empire must have placed an enormous stress on the military system, and the general paucity of archaeological finds (notably coins) from that period may well point to an intermittent rather than permanent occupation. A tell-tale sign in that respect is that some *vici* already seem to have been deserted around 240 CE, and many rural sites come to an end or are dramatically reduced in size in this period. However, the collapse of the *limes* was not the end of the Roman involvement in the region: the defence system was eventually restored in the 290s (Heeren 2017), albeit in a different form. Even when certain forts were completely abandoned, several others seem to have been used intermittently in Late Roman times.

1.4.5 Settlement Development and Population Size

Rural settlement densities in the Late Iron Age are thought to have been relatively low. A significant rise in the number and size of settlements has been extensively documented in the Early Roman B and Middle Roman A periods (25–150 CE; see Table 1.1 for the periodization used in Dutch archaeology). This is followed by a drastic decline in settlement density in the second half of the third century CE, which is usually linked to the collapse of the Dutch *limes* as a frontier. In fact, recent research suggests that the whole area was almost completely depopulated by the end of the third century (Heeren 2015; De Bruin 2017), before new settlers arrived in the late fourth century.

The site inventories for the study region suffer from poor dating, making it difficult to be specific about the precise development of settlement numbers and inhabitants in the region (see also Chap. 2, Séguy and Chap. 3, Verhagen). The method we

Table 1.1 Periodization of the Roman period used in Dutch archaeology

<table>
<thead>
<tr>
<th>Period</th>
<th>Calendar years</th>
<th>Code (Dutch)</th>
<th>Code (English)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Late Iron Age</td>
<td>250 BCE–12 BCE</td>
<td>IJZL</td>
<td>LIA</td>
</tr>
<tr>
<td>Early Roman A</td>
<td>12 BCE–25 CE</td>
<td>ROMVA</td>
<td>ERA</td>
</tr>
<tr>
<td>Early Roman B</td>
<td>25–70 CE</td>
<td>ROMVB</td>
<td>ERB</td>
</tr>
<tr>
<td>Middle Roman A</td>
<td>70–150 CE</td>
<td>ROMMA</td>
<td>MRA</td>
</tr>
<tr>
<td>Middle Roman B</td>
<td>150–270 CE</td>
<td>ROMMB</td>
<td>MRB</td>
</tr>
<tr>
<td>Late Roman A</td>
<td>270–350 CE</td>
<td>ROMLA</td>
<td>LRA</td>
</tr>
<tr>
<td>Late Roman B</td>
<td>350–450 CE</td>
<td>ROMLB</td>
<td>LRB</td>
</tr>
</tbody>
</table>
developed (Verhagen et al. 2016b) to take into account ambiguity and uncertainty of dating, using the principles of aoristic analysis, largely corroborated earlier assessments, although our results suggest previous underestimates of Early Roman Period settlements (see also Vos 2009) and overestimates of Late Roman site numbers. The development of settlement numbers in the *limes* zone throughout the Roman period using this method is presented in Fig. 1.2. The study undertaken by Van Lanen et al. (2018) of demographic patterns in the eastern part of the *limes* region confirms this general pattern, even when the exact numbers are different because of a different approach to using poorly dated evidence.

Apart from the rural settlements, non-rural settlements started to appear in the area during the Early and Middle Roman period. The forts, associated *vici* and the urban centres were all installed by the Romans, and there is no clear evidence of rural settlements developing independently into real villages during the Roman period, even when some of them grew into larger sites with multiple farmsteads like Oss-Westerveld (Jansen and Fokkens 1999) and Wijk bij Duurstede-De Horden (Hessing and Steenbeek 1990). The only exception may have been the site of

![Fig. 1.2 Development of observed rural settlement numbers during the Roman period (After Verhagen et al. 2016b). The numbers are estimated taking into account uncertainty of dating, and refer to settlements that have a 0.5 or higher probability of having 10 or more artefacts from the period considered.](image-url)
Rossum (Grinnes) which was already a larger settlement in the Late Iron Age (Roymans 2004).

Growth of the ‘urban’ population is therefore closely tied to the military occupation of the area, with *vici* appearing alongside the forts mainly from 70 CE onwards. The number of forts is thought to have been between 16 and 21 with 350 soldiers each, bringing the total occupational strength to 5950–7700 soldiers (Van Dinter et al. 2014), and a similar number of non-military inhabitants in the *vici*, although not all forts have yielded evidence for an associated civil settlement. Apart from the troops needed to maintain the *limes*, the stationing of the 10th Legion in Noviomagus in the Flavian period implied an extra military force of 5000 soldiers plus approximately 2500 non-military inhabitants (Buijtendorp 2010) in the period 70–104 CE.

The development of Noviomagus, Forum Hadriani and also Ceuclum (Cuijk) into urban settlements was a gradual process, but even at the peak of its expansion, the town of Noviomagus may not have had more than 3000 inhabitants (Buijtendorp 2010). For Forum Hadriani and Ceuclum, these figures may have been close to 1000 (Buijtendorp 2010) and 750 respectively (Haalebos et al. 2002). All non-rural settlements were deserted after the collapse of the *limes* in 275 CE, with only Noviomagus and Ceuclum being re-occupied in the Late Roman Period.

Estimating the number of households, and thus the population per rural settlement is hard to gauge given that many of the settlements are known only from surface finds (Vossen 2003). Bloemers (1978) was the first to try to estimate rural population sizes in the Cananefatian *civitas* from settlement data, assuming that in the Early Roman period settlements on average consisted of one or two households with five to eight inhabitants. The size of the investigated settlements then increased in the Middle Roman period to an average of three to four households, an estimate that was repeated by Willems (1986) for the Batavian area. Vossen (2003) revised this average down to three and noted that large settlements of five or six households were exceptional. He also noted that settlements in the eastern part of the *limes* zone showed a range of sizes from single households to much larger settlements, which is also clear from our own data. Counting the number of registered house plans in our own dataset points to an average of 2.7 per settlement with 15.7% of sites showing more than five plans. These may, however, not all have been contemporaneous. Van Dinter et al. (2014), on the other hand, assumed an average for the west of the *limes* region of only one to two households per settlement. Extrapolations on the basis of these assumptions have led to population estimates for the second century CE ranging from 8000 to 16,800 for the Cananefatian *civitas* (Bloemers 1978; Buijtendorp 2010) and from 13,500 to 117,800 for the Batavian area (Willems 1986; Vossen 2003; Van Lanen et al. 2018). This large range is mainly due to lack of information on the actual site density, and our own estimates (see Table 1.2) suffer from the same problem. We will discuss the implications of these estimates in more detail in Chap. 3 (Verhagen), but it should be noted that, whatever the estimate used, the proportion of non-rural population in the area, in particular during the first part of the Middle Roman period, must have been substantial.
The Rural Economy

1.5.1 The Surplus Question

Before the Romans arrived, it is supposed that the local population engaged in subsistence production only. A modest surplus of cereals could be achieved (see Chap. 7, Joyce) but was probably not actively pursued. The arrival of the Romans implied a fundamental change. A new and substantial demand for (forced) agricultural surplus production was created because of the deployment of troops in the region and the associated immigration of dependents, officials, craftsmen and others not involved in agricultural production, and because of taxation.

Evidence for surplus agricultural production in the Dutch *limes* zone has been mounting for some time (Vos 2009; Groot et al. 2009; Heeren 2009; Van Dinter et al. 2014), and since the study region did not see the widespread development of specialized *villa* settlements, surplus production of in particular cereals and meat must have been achieved by the local communities.

However, switching to a more ‘rational’ system of surplus production may not have been an easy transition. According to Erdkamp (2005), the ‘workers’ in pre-modern European small peasant households were chronically underemployed, and thus a large potential of unused labour was available. Part of this hidden labour surplus would have been used to meet the Roman demand for non-agricultural occupations, in particular military service (Roymans 1996, 2004). The remaining labour surplus may in theory have been used for increasing agricultural production. However, maximum productivity is ultimately limited by the availability of labour.

### Table 1.2 Estimated population numbers in the Dutch *limes* zone during the Middle Roman A period

<table>
<thead>
<tr>
<th>Site type</th>
<th>No. of sites</th>
<th>No. of inhabitants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rural settlement, post-built</td>
<td>1048</td>
<td>13,660–26,447</td>
</tr>
<tr>
<td>Rural settlement, stone-built</td>
<td>39</td>
<td></td>
</tr>
<tr>
<td>Burial site without</td>
<td>82</td>
<td>1030–1993</td>
</tr>
<tr>
<td>associated settlement</td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Castellum</em></td>
<td>16–21</td>
<td>5950–7700</td>
</tr>
<tr>
<td><em>Military vicus</em></td>
<td>10–12</td>
<td>3850–4550</td>
</tr>
<tr>
<td><em>Castra</em></td>
<td>1</td>
<td>5000</td>
</tr>
<tr>
<td><em>Cannabae</em></td>
<td>1</td>
<td>2500</td>
</tr>
<tr>
<td>Civil settlement</td>
<td>3</td>
<td>1500</td>
</tr>
<tr>
<td>Town</td>
<td>3</td>
<td>4750</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>38,240–54,440</strong></td>
</tr>
</tbody>
</table>

Population sizes of rural settlements are based on the number of house plans found in our inventory, but have not been corrected for uncertainty of dating. For the number of inhabitants of the *castella*, *vici* and towns we have followed Buijendorp (2010) and Van Dinter et al. (2014). Actual population numbers for the rural settlements may have been higher because of the uneven recovery of sites (see also Van Lanen et al. 2018).
during harvest time. Without the possibility to hire extra (temporary) labour, the households’ production capacity can therefore never have exceeded what could have been harvested by the available workforce.

According to Aarts (2013) there is no evidence of surplus production of grain or other crops in the pre-Flavian period, and surplus production of cattle and horses only seems to have started in the second half of the first century CE as well (Vos 2009; Heeren 2009). This would point to a connection of surplus production with the closer integration of the area with the rest of the Roman Empire after the Batavian revolt. Indeed, there is ample evidence for increased material exchange after 70 CE, and from that point on money is found all over the eastern part of the limes zone. This inflow of imported goods and money can be linked to the massive military presence during the Flavian period and the associated expansion of Noviomagus as Batavian civitas capital (Aarts 2013). It seems evident that the Romans started to trade extensively with the local population, although money must also have been introduced by returning veteran soldiers.

The introduction of a monetary economy by the Romans would have made it possible to break through the economically inefficient system. With money, goods and labour can be traded more easily, supply and demand can be better balanced, and as a consequence economic growth becomes possible; it fundamentally changes the rules of the game. However, such a monetized, market-oriented system would work best in cases where a large non-farming population needed to be supplied, so it may not be the best suitable model for all of the Dutch limes area.

The site of Rijswijk-De Bult (Bloemers 1978) shows interesting patterns in this respect. The settlement started as a single farm in the early first century CE, comparable to most other settlements in the region. In the second half of the first century, it grew into a small hamlet of four farms. The character and size of the buildings changed and gradually took on features of a Roman villa. The site was much bigger than most of the other settlements in the area. Van Londen (2006) therefore assumed that a limited number of larger farms supplied the town of Forum Hadriani with the necessary grain, meat and vegetables, and these farms were found close to the market. Further away, the farms would have been simpler, and may not have produced for the market.

1.5.2 Taxation and Landownership

A poorly understood aspect of the economic system in the area is the role of taxation. It is estimated that the tax on land (tributum solis) accounted for about two-thirds of the income of the Roman state (Boek 2008). It was only applied in the provinces, not in Italy. In some areas tax was paid in crops, in others in cash. The basis for taxation was the valuation of the land. In the words of the second-century writer Hyginus Gromaticus (De Limitibus 205 L):

\[1\] Translation by Boek (2008).
In some provinces they pay part of the crop, in some a fifth, in others a seventh; in still others a money payment. The amount is assessed by a valuation of the land itself. Set values are established for types of land, as in Pannonia, where the categories are: first and second class arable; meadow-land; first- and second-class woodland; fruit-bearing trees and pasture. For all these different land types a rate is established on a per iugerum basis according to its productiveness.

Hyginus goes on to state that the lands of the Frisii and Batavi were among those who paid their tax in kind. Hopkins (1980) estimates that the proportion of tax to be paid was in the order of 10% of the gross produce. As we know from historical sources, however, the taxes levied on the Batavians and Frisians before 70 CE were of a different kind. The Batavians were formally exempt from taxes because they were a valued ally of Rome, but in return they had to supply the army with soldiers. The Frisians revolted in 28 CE because of the taxation regime they had been subjected to: their tax was to be paid in cowhides.

The land valuation system described by Hyginus depends on the existence of a land registration service. We do not know how landownership was organized before the Romans came, but we can suppose that in the pre-Roman period land was not sold, but redistributed mainly through inheritance and dowry. It can even be questioned whether there was such a thing as individual ownership of land. Once the Romans conquered an area, it was common practice to confiscate all territory and redistribute this in one of the following ways: return it to the original owners, assign it to colonists (mostly veterans), sell it to big landowners (from the senatorial order) or keep it as public land (as imperial estates with tenants).

Given the initial exemption of tax for the Batavians, it seems plausible that the Romans simply assigned all the land to the local population and allowed them to manage it in the traditional way. After 70 CE, however, the introduction of taxation on the basis of a land valuation system seems probable (Groot 2008; Aarts 2013). It is assumed that this implied and is reflected in changes in parcellation. Roman surveyors would have registered and demarcated the land, and the boundaries would have been fixed physically, generally by digging ditches (Heeren 2009, 241–250).

There is ample evidence that the Midden-Delfland area was newly parcelled out in the first half of the second century CE (Van Londen 2006). Road connections were improved, and the area was better drained to allow for more settlements. The Midden-Delfland landscape made it impossible to set out a standard rectangular centuriation pattern of parcels, so regular patterns perpendicular and parallel to local water courses were set out instead. This would have been coupled to changes in the practices of landownership, tenancy and taxation, and it may also have served to increase the general productivity of the region, possibly connected to the elevation of Forum Hadriani to the status of municipium. There is however no evidence that farms were relocated, which suggests that the inhabitants were given the right to remain on their lands after the restructuring of the landscape. In the Kromme Rijn area (Vos 2009), to the contrary, there are no indications for large-scale restructuring and reclamation of land. However, there is evidence for a different parcellation

---

2 The iugerum is a Roman area unit corresponding approximately to 0.25 ha.
from Flavian times onwards, as is also observed elsewhere in the Batavian area (Heeren 2009, 241–250).

Concluding, before 70 CE, the Batavians did not have to pay taxes and only supplied manpower to the Roman army. For the Cananefates the tax may (partly) have been in the form of cattle, just like for the Frisians. The restructuring of the Midden-Delfland area suggests that a formal land valuation system was only implemented in the early second century CE. The provisioning of the forts, which became a necessity after approximately 47 CE can therefore not have been part of a taxation scheme, which implies that the Roman military initially had to import their food-stuffs and/or buy them locally.

After the Batavian revolt, we find indications that the area was subjected to land tax, even when some authors have denied this possibility (Willems and Van Enckevort 2009). In any case, it should be assumed that the frontier provinces were net importers of tax revenues (Hopkins 1980), since the upkeep of the military infrastructure was too expensive to be borne by those provinces themselves. This means that local taxation would not be based on what the army in the province needed, but on what the province could produce that could be used by the army all over the empire, or that could be easily transferred into money, since it would be too cumbersome to transport all goods over long distances. Since it is stated by Hyginus that the Batavians paid their taxes in kind, it seems most plausible to assume that the revenues from their lands were mostly used to directly supply the local army units and bureaucracy. The Batavians are thought to have paid part of their taxes in horses (Groot 2008), and these can be transported easily to the army units needing them. Such a system of course does not exclude the possibility of selling produce for cash, but most probably this will then have been sold on the free market.

1.5.3 Boom and Bust?

Since local taxation will not have been enough to supply the army with all it needed, tax income must have flowed into the area from other regions allowing the army to acquire labour and goods from the local population. This economic growth, however, was not sustainable without a continued military presence. The significant reduction of troops in the Lower Rhine region under Trajan in 103/104 CE (Alföldy 1968, 149–152) to about 60% of its previous strength would have had adverse effects on the local economy, which is reflected in a decrease in coin supply. The Roman authorities may have recognized the problem, and therefore have extended municipium rights to Noviomagus to counteract the economic downturn. However, since similar rights were extended to Forum Hadriani as capital of the Cananefatian civitas, where no large military encampment is found, this may not have been the only reason.
Already from around 160 CE a decline of Roman settlement in the eastern river area has been signalled. Most probably, a number of interconnected events contributed to this (Vos 2009), including the assumed gradual reduction of Batavian recruitment for the Roman army (Van Driel-Murray 2003; Van Rossum 2004), which led to a further decrease in money supply, the Antonine Plague that ravaged the empire between 165 and 189 CE, and coastal raids by Chaucian pirates around 170–180 CE. Furthermore, a fire which ravaged Noviomagus around 170 CE significantly reduced the town’s size. Jongman (Chap. 6) provides more background on the negative economic effects on the Roman Empire of epidemics and its prolonged political crisis in the third century. In particular, the population decline following the epidemics was coupled to an overall decrease in productivity and living standards.

There is little concrete information on economic developments in the region after the mid-second century. The fortification of Forum Hadriani and Noviomagus with city walls, the replacement of wooden by stone-built forts, and the establishment of a coastal defence system in the late second century all suggest that serious investments were made to protect the area from outside invaders. Under the Severan emperors in the early third century efforts were undertaken to restore Forum Hadriani and to repair the castella. De Bruin (2017) notes that the material culture of the Cananefatian area in this period is becoming more and more comparable to that of the rest of the Lower Rhine area, indicating increased exchange within the province of Germania Inferior. After ca. 240 CE, however, there are no longer any clear signs of building activities and repairs, pointing to a withdrawal of imperial investments in the region. The last reported building activity in the Cananefatian civitas is the erection of a milestone in 250 CE at the site of Wateringse Veld (Waasdorp 2003), and this was paid for by the local community.

It is not very evident how these developments influenced the rural economy in the region. Some changes in settlement pattern are already visible in the first half of the third century: most settlements in the Midden-Delfland area do not last beyond 210 CE (Van Londen 2006), but this may be due to the specific environmental characteristics of this area that was confronted with rising water tables. Vos (2009) also observes a decline in settlement density in the Kromme Rijn area starting in the first half of the third century. As long as the forts, vici and ‘urban’ centres were inhabited, however, there would have been a market for agricultural surplus production. In fact, the site of Rijswijk-De Bult seems to have been inhabited right up to 270 CE (Bloemers 1978). Heeren (2017) also confirms the continuation of habitation in much of the area until the end of the third century, albeit in smaller-sized settlements. The collapse of the limes, however, also must have signified the end of the ‘urban’ economy. The rapid and almost complete depopulation of the area after 275 CE (Heeren 2015) may therefore have been a consequence of the surviving urban population relocating to safer areas, with the rural population having no other choice than to follow. It has even been suggested (De Bruin 2017) that this move was forced upon the population by the Roman authorities.
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Part I
Demography and Settlement
Chapter 2
Current Trends in Roman Demography and Empirical Approaches to the Dynamics of the Limes Populations

Isabelle Séguy

Abstract Based on the three principal and inevitably incomplete information sources on ancient historical demography, and taking into account the particularities of the populations living around the Limes Germanicus, a largely male population of soldiers and migrants, this chapter examines the factors that may have influenced their dynamics over the short, medium and long term. It also looks at the possible consequences of increased pressure on the environment, heightened risk of epidemics linked to the rise in population concentration, long-distance communication and adverse climate changes observed from the second half of the second century AD. The proposed empirical approach aims to shed light on the factors that shaped the dynamics of these very specific populations over the long term.

Keywords Migration · Border populations · Environmental crises · Reconstruction of population dynamics

2.1 Introduction

The creation of a frontier region at the northern boundary of the Roman Empire and its survival over three centuries were highly dependent upon the living conditions and demographic behaviours of the populations who lived there or in neighbouring areas, be it temporarily or permanently. The stationing of a military population with specific socio-demographic characteristics and material needs in a populated zone, even if sparsely inhabited, necessarily gave rise to confrontation, change and adaptation in all areas of life (economic, social, cultural, technical, demographic, etc.).

What can we learn about the demographic behaviours of the populations of Ancient Rome, and to what extent can we reconstruct the dynamics of the peoples of the Limes Germanicus with a reasonable level of confidence? What sources do
we have for studying ancient populations? Among the main findings of the various
disciplinary approaches, which ones might be relevant to the populations of the
*limes*? Last, which specific demographic features should be taken into account
when modelling the history of populations in a frontier region over a dozen genera-
tions? We will address these three points successively, after recalling several key
concepts of historical demography, considered in the broadest sense. This discipline
has the same objectives and uses the same vocabulary as the demography of con-
temporary populations; only the sources and the associated analysis methods are
different. Historical demography studies the structures (age-sex distributions)\(^1\) and
behaviours (fertility, mortality and migration) of past populations as defined at spe-
cific moments in time and space.

Demographic analysis also seeks to identify changes in these populations in a
dynamic perspective and to explain the causes and consequences of these changes.
Interactions between the age-sex structure of a population and its demographic laws
(fertility, mortality and migration) govern its evolution over time. Changes in these
attributes (size, structure, dynamics and density) can be predicted for a particular
population if its fertility, mortality and migration rates are known (projection to
forecast its future or retro-projection to reconstruct a part of its past) or inferred (by
means of modelling).

As these are historical populations, we must apply the parameters specific to
preindustrial populations, defined as largely rural and with no access to modern
healthcare. These populations predate the demographic and epidemiological tran-
sitions\(^2\) that began in Europe (France) at the end of the eighteenth century and
which led to a sharp rise in life expectancy at birth, notably thanks to a spectacular
reduction in infant mortality. By adding extra years to the mean length of life, these
transitions also modified other key parameters of demographic dynamics, i.e. mor-
tality, fertility and population age structure. To model the survival probabilities of
preindustrial populations, and all associated behaviours, the variables of current
demographic models must be adapted accordingly or specific new models
developed.

---

\(^1\)The population age-sex distribution – also known as the “population pyramid” – describes the
composition of a population at a precise moment, like a snapshot. But it is also a memory of its past
events and a strong predictor of its future.

\(^2\)“Demographic transition: shift in a population from a traditional demographic regime marked by
high fertility and mortality to a modern demographic regime in which fertility and mortality are

“Epidemiological transition or health transition: the period of mortality decline which accom-
panies the demographic transition. It is characterized by improved health, nutrition and organiza-
tion of health services and a change in the causes of death, with mortality from infectious diseases
progressively being replaced by mortality from chronic and degenerative diseases and accidents”.
2.2 A Brief Review of Sources and Methods to Study Roman Demography

For Roman times (and later periods), three main categories of data are available for demographic approaches, each with its own biases and modes of analysis and each offering a fragment of the history of populations and their demographic behaviour.

*Historical demography* uses written sources, like ancient censuses, epigraphs, gravestones or literary sources, to reconstruct the size, spatial distribution, composition (by sex, age, marital status and household) of populations and to track their evolution over time. Certain demographic parameters, in terms of mortality, fertility and migration, can then be calculated by applying equations that link these different variables. As these written sources are often limited and fragmentary, quantitative results give limited insights, but can be complemented by qualitative approaches. The available documents generally concern very specific, mainly urban, populations from the southern part of the Roman Empire. Of course, while this approach provides useful information about demographic behaviour in ancient times, its results cannot be directly transposed to other populations living in the Roman Empire. Numerous academic publications concern the demography of ancient times, offering us a good overview of the Roman family and the demography of Mediterranean part of the Roman Empire. Good syntheses are given by Holleran and Pudsey (2011), De Ligt and Northwood (2008), De Ligt (2012), Pelgrom (2012) and Hin (2015).

*Archaeological demography* is based solely on material evidence, considered in time and space. Using traces of human activity, such as artefacts and habitats, it determines the spatial distribution and density of populations at different moments in time, giving a dynamic picture of settlement patterns in the areas under study. This research field is mainly that of archaeologists and geographers who apply specific qualitative models, developed in the fields of ecology, resource availability (carrying capacity) and economics, to quantitative data in order to track the evolution of populations, often observed over very long periods (especially in prehistory). Andrew Chamberlain (2006, 2009) proposes an interesting overview on the possibilities and the limits of archaeological demography. However, even when it can be established that population size is proportional to the quantity of material evidence uncovered, it is not easy to convert this evidence of resource usage into actual population numbers. This approach is, therefore, better suited to analysis of changes over time in relative rather than absolute population size. The recent work of Palmisano et al. (2017), for example, using a multi-proxy approach, compares several different archaeological indices to assess the extent to which they corroborate or diverge from one another to model the population dynamics in central Italy from Neolithic times to the fall of the Roman Empire.

*Palaeodemography*, based on the analysis of buried or cremated human remains, aims to reconstruct the age-sex distributions of one or more sets of individuals at the time of death, based on the assumption of human biological uniformity (see Buchet and Séguy 2002; Hoppa and Vaupel 2002a; Bocquet-Appel 2008; Séguy and Buchet
Attempts to understand fertility behaviours have not been so successful, but the recent study by McFadden and Oxenham (2017) offers some promise. Bones and teeth provide information that can be used by demographers to determine sex and age at death or, more precisely, to indicate the stage of growth or ageing reached by individuals when they died. This biological material also provides information on health status, activities, pathologies, nutrition, breastfeeding patterns, genetic relationships and migratory behaviours of buried populations. The palaeodemographic approach borrows from forensic medicine (even if its goals are fundamentally different) and demography.

Although written sources and material evidence are often studied separately, they also can be used jointly in a holistic approach (Fig. 2.1).

2.3 A Brief Overview of Roman Demographic Behaviours

2.3.1 Roman Population Size and Structures

Apart from the ongoing scholarly debate about population numbers in Roman Italy (see Hin 2008, 2015, with an intermediate position between Brunt 1987 and Lo Cascio 1994), there appear to be no estimates of local or regional population size, except for Roman Egypt (see, e.g. Lo Cascio 1997, Storey 1997 and Morley 2013 on the size of the population of Rome, in connection with the estimation of the

---

**Main sources**

- Historical demography
  (written sources, epigraphy, etc.)

- Archaeology and Demography (spatial)
  (settlements, artefacts, etc.)

- Archaeology and Demography (biological)
  (buried human remains)

**Fig. 2.1** Contributions of the different sources to demographic parameters. (Source: author’s previous work)
population of Roman Italy; see also Launaro 2011 focusing on the rural population of Roman Italy, McIntyre 2015 estimating the size of the population of Roman York from human skeletal remains and the recent methodological proposition of Hanson and Ortman 2017).

Although numerous censuses were conducted throughout the Roman Empire to “identify taxpayers and recruit soldiers” (Le Teuff 2012), no estimates of provincial or urban populations can be given. The Brevarium totius imperii, requested by Emperor Augustus to provide an inventory of the Empire’s material and human resources, has totally disappeared (Le Teuff 2014, 87–88). We have already pointed out the difficulties inherent to archaeological approaches. For villages, towns and city-scale settlements, no single constant can be employed to convert settlement area into population size, as there are wide inter-regional variations in the spatial density of human settlement. But a regular relationship between the area of Roman military camps and the size of the forces that occupied them has been proposed by Richardson (2000) who calculated a density of 127 persons/ha for these camps.

Very little is also known about the age-sex structures of Roman populations. Moreover, these structures may have differed widely from one group to another, and from one place to another, particularly in the context of large-scale immigration or emigration (Fig. 2.1c). The Roman population was a preindustrial one, probably with high infant mortality and high fertility; so one might expect to find a triangular population pyramid with a wide base that tapers inwards towards the top. However, exceptional levels of urbanization, as was the case in Rome, were liable to modify the population structure and the demographic parameters of mortality and fertility.

2.3.2 Fertility

Fertility is usually considered in relation to marital status, but while we have some information about the nuptiality of Roman elites (e.g. see Grubbs 1995; George 2005; Bodel and Olyan 2008; Hübner and Ratzan 2009; Rawson 2011; Harlow and Larsson Lovén 2012; Hübner and Nathan 2017), we know quite nothing about nuptiality patterns for other social categories or about concubinage practices (see, e.g. Phang 2001 and Scheidel 2005 on the varied conjugal relationships of soldiers in the Roman Empire). So, the simplest option is to calculate the mean number of children per women (total fertility rate) necessary to ensure population replacement, regardless of marital status. According to demographic models, a population with low life expectancy at birth needs four to six children per woman to maintain replacement levels under these conditions of mortality and many more, of course, to achieve a positive growth rate. Reproductive behaviours are highly variable in time and space and across socio-economic groups; they are also affected by mortality

---

3 Generally estimated to be between 20 and 30 years, signifying that one in two children died before adulthood.
levels, especially at reproductive ages. That is true both under normal conditions and in times of crisis.

Bruce Frier (1994) calculated a natural fertility pattern (theoretical number of children a woman can bear during her reproductive life) and compared it with the marital fertility of Egyptian women during Roman domination. The difference between the observed and the expected rates reflects the influence of factors limiting natural fertility, both biological factors such as female mortality before or during reproductive life, frequent divorce, widowhood and sterility and cultural behaviours such as prolonged breastfeeding, sexual taboos and birth control within families.

Using osteological data, Jean-Pierre Bocquet-Appel revealed changes in fertility following the transition from a nomadic hunter-gatherer lifestyle to the sedentary lifestyle of the first farmers; or more exactly, the consequences of this change in terms of child mortality (Bocquet-Appel 2002; Bocquet-Appel and Bar Yosef 2008). By observing the proportion of juvenile skeletons in cemeteries from Mesolithic and Neolithic times, i.e. the Juvenility index (the ratio of 5- to 19-year-old skeletons to all skeletons 5 or more years old), and by using a relative chronology to fix the starting point (t0) of the transition from foragers to farmers in each place, regardless of the precise date when it actually occurred, he demonstrates that throughout the world, the transition from foragers to farmers was characterized by an abrupt increase in the proportion of juvenile skeletons, which expresses a corresponding increase in the parameter values for entry into the population age pyramid (birth, growth and fertility rate). He named this starting point the “Neolithic Demographic Transition” in reference to the Contemporary Demographic Transition, described for industrialized societies, when the decline in mortality was followed by a decline in fertility.

Adopting a different approach, Pennington (1996) showed that the transition from nomadic to sedentary lifestyles could substantially increase young children’s chances of survival. A very small mortality gain is sufficient to create the conditions for substantial population growth without any increase in birth rates.

### 2.3.3 Mortality

Few sources can be used to study mortality by sex and age. Funerary inscriptions provide information about age at death, but these statistics are not reliable indicators of mortality rates and life expectancy (Henry 1959). The same arguments apply with respect to documentary evidence about members of the Roman elites. Census records from Roman Egypt give an idea of the life expectancy of ordinary citizens (Bagnall and Frier 2006), but most of the mortality data are empirically based on model life tables for low-life-expectancy populations derived from contemporary model life tables (see Parkin 1992; Scheidel 1996, 2001; Bagnall and Frier 2006; Woods 2007; Hin 2013). Thus, distributions by age at death, age-specific mortality rates and low life expectancies (between 20 and 30 years) are extrapolations.
Because infant mortality data are missing in historical sources, these researchers all used Coale and Demeny’s model life Tables (1983), which are based on observed life tables, mostly from developed countries (overwhelmingly European), some dating from the nineteenth century. None of these populations had a life expectancy at birth of less than 30 years; the parameters for populations with a lower life expectancy at birth are extrapolated. Considering this fact and the huge change in mortality pattern in the last two centuries, Séguy et al. developed a set of mortality models for preindustrial populations, taking into account theoretical growth rates which can be applied in palaeodemographic approaches (Séguy et al. 2008; Séguy and Buchet 2013), as well as in other fields of research. These statistical and pre-statistical life tables characterizing the mortality of preindustrial populations are called the “pre-industrial standard”.

Moreover, these parameters doubtless varied considerably across the Roman Empire, depending on environmental conditions, socio-economic status and gender. See, for example, Sallares (2002) and Scheidel (2015) on malaria in ancient Rome, Lo Cascio (2012) on the “Antonine Plague” of 165–190 AD which affected some places but spared neighbouring ones and Harper (2014) on epidemics of the third century AD.

Archaeo-osteological data can provide evidence of demographic perturbations that were sufficiently intense to leave long-term traces. Using the method proposed by Henri Caussinus and Daniel Courgeau (2010, 2013), a recent study on a buried population in Normandy revealed that demographic conditions in Merovingian times were less favourable than in Gallo-Roman times (Buchet et al. 2017). Significant differences in the age distribution of death from one period to another were noted: the age distribution was very close to the preindustrial standard during the Gallo-Roman period, while mortality was higher, particularly at young ages, during Merovingian times. These differences may be due to a variation in the age mortality distribution or to differences in the population structure (by sex and age) to which the same age-at-death distribution is applied (or both). Both hypotheses are plausible in light of the available archaeological evidence. A forthcoming paper confirms this point for a sample of cemeteries in northern France (Séguy et al. 2017, forthcoming).

2.3.4 Migration

Migration, the third component of population dynamics, is rather difficult to evaluate and tends to be the “poor cousin” of historical demographic analysis (it is much easier to analyse populations with no migration), especially since historians long believed that rural populations were immobile.

4This method, called Bayesian Inference Procedure, is based on the principle of Bayesian inference and uses a parametric formulation of the problem, as recommended by the Rostock Manifesto (Hoppa and Vaupel 2002b).
Migration refers to the process whereby individuals enter or leave a population other than through birth or death. It is a special instance of spatial mobility, distinct from the regular movements within a territory that are undertaken by nomadic peoples, itinerant workers and traders (in these cases, the more appropriate term is “circulation”; see Pressat 1985). People migrate for different reasons (Coleman 2004, 36):

- Mobility (e.g. short distance movements for trade, work or marriage)
- Conquest (migration of a small number of people who impose their laws and their organization upon another population, despite their numerical inferiority)
- Mass migration (Völkerwanderung) (movements of entire peoples, with their hierarchies and their livelihoods, in search of new lands or expelled by other peoples)
- Forced migration
- Infiltration (“infiltration” of foreigners unopposed by the local population, with no change of governing class nor allegiance to an outside power; ex-missionaries, refugees)
- Deportation (different from the forced migration in the sense that it consists in capturing individuals or whole communities, extracting them from their territories of origin and selling them as slaves either for hard labour or for army enlistment, e.g. slave trade)
- Invitation to immigrate (when a state or a city invites individuals or groups to immigrate in order to increase its own population and revive its economy, for example, after the heavy losses of the Black Death).

Of course, to analyse migration, the population concerned must have recognizable boundaries, usually defined for human populations in terms of the individuals’ places of permanent residence. Migration also implies the existence of two populations (donor and recipient); but as migrants’ mortality and fertility characteristics may differ from those of both donor and recipient populations, they constitute a third population group.

In demography, studying migration is complex because, unlike birth and death which are singular and irreversible events, an individual can participate in more than one migration event. Human migration is also difficult to model and predict because it depends on individual decision-making, and on fluctuating demographic, economic and political circumstances, both in donor and recipient populations. From a socio-economic point of view, migration can influence a society’s culture and economy (crafts, agriculture, fishing, trade and so on), its environment and carrying capacity. It may also accelerate the spread of infectious diseases, or generate insecurity and the destruction of harvests (leading to famine and malnutrition) in case of war or conquest. Last but not the least, it also modifies population genetics.

These questions are now widely studied by historians, archaeologists and bioanthropologists whose findings, sometimes presented in multidisciplinary collective

[^5]: Migration incentives include work opportunities, improved living conditions, and the desire to escape from objective hazards such as conflict and epidemics.
works (see, e.g. Eckardt 2010; De Ligt and Tacoma 2016; Yoo and Zerbini 2018), show the importance of mobility and migration in the Roman world and examine how differences were expressed in both the host and migrant communities and how identities were maintained and evolved over time (see Noy 2000; Roymans 2004; Derks and Roymans 2009). Material artefacts allow the identification of migrants, at least for the first generations, while human remains provide individual information, mainly derived from isotopic (see, e.g. Killgrove and Montgomery 2016; Gowland 2017) and DNA (MtDNA or nuclear DNA) analyses.

2.4 Demographic Dynamics of *Limes* Populations over the Long Term: An Empirical Approach

2.4.1 One Border Zone, But Very Diverse Populations

The *Limes Germanicus*, a border zone between the Roman Empire and the peoples of Northern Europe, has some highly specific features: (1) a very large military presence, (2) major population movements (migrations) that took different forms over time, (3) a colonization process resulting from the settlement of demobilized soldiers and (4) small-scale urbanization or, more precisely, population concentration in camps or small towns, in sparsely populated territories.

Analysis of demographic behaviours, over both the short and long term, must therefore be conducted with considerable flexibility. Studies of immigrant populations reveal differences in behaviour between the recipient and donor countries and between immigrants and natives; they also show a relatively rapid convergence between the demographic behaviours of immigrants’ and natives’ children or grandchildren. Other studies on the demography of frontier populations² highlight the interpenetration of their cultural behaviours (Renard 1992). These studies are certainly helpful for shedding light on the demographic dynamics of the *limes*. However, it is not sufficient to simply describe the particularities of this population, or of the historical period in question.

The *limes*³ was not a clearly demarcated area, despite its fortifications, but probably an area of mixing and intercommunication, where population groups of very

---

² Contemporary frontiers separate two distinct spaces characterized by different population, health policies and different levels of economic development.
³ Lively debate among historians on the notion of “frontier” – a clear boundary between two territories or a “no man’s land” with no clear demarcation? – has led to a new perception of the limits of the Roman Empire. The *limes* was not so much a frontier, as defined today, but a “patrol route” as suggested by the etymology of the word. Often following natural barriers, the role of the line of fortifications was less to separate the Romans from the Barbarians than, in military terms, to establish major bridgeheads and an effective surveillance system and, in political economic terms, to create mandatory points of passage to control population movements and levy taxes on traded goods. The importance of the different functions varied according to the level of tension or harmony in relations with neighbouring (Germanic) populations.
different origins and statuses intermingled (Morin 2011a). Not only did the garrisons include foreign soldiers from throughout the Empire (see Roselaar 2016), but the busy trade generated by their presence attracted merchants and artisans from both southern and northern Europe. All these “foreigners” lived side by side with local populations, sometimes in close contact, given that the legion auxiliaries were recruited from among native people or married local women and that the legionnaires settled beyond the boundaries of the limes.

In demographic terms, this mixing gave rise to dynamics and behaviours that must have varied considerably between the Roman or Romanized populations, the inhabitants originating from Germania Magna and the mosaic of people’s native to the limes, a region of “convergence”, to use the expression coined by Mélissa Morin (2011b), and of acculturation (Bloemers 1983, 1989; Blagg and Millett 2016).

2.4.2 A Migrant Population with a Skewed Sex Ratio

The demography of the limes was thus characterized by intense and varied forms of migration (cf. supra) which also varied over time. For the first generations, the demographic dynamics were probably shaped less by natural population change than by migration. In the early days of the limes, despite the massive influx of soldiers and forced population displacement, the conditions probably did not favour natural population growth. On the contrary, the departure of inhabitants who fled the region or were sent away as slaves and the increased mortality and lower fertility associated with insecure living conditions must have reduced the size of populations and modified their age-sex structure (cf. Fig. 2.1). By comparison with other historical situations, it is reasonable to imagine that the massive influx of men, but also of women and young adolescents in the context of military conquest, produced a psychological shock (and perhaps an epidemiological shock, cf. infra) with physiological repercussions. Though covering a different region, a statistical comparison of pre- and post-colonial skeletal remains by Kyle et al. (2016) revealed the physical stigmata of the stresses inflicted upon the population of Apollonia (in present-day Albania) after the Greek colonization in the sixth century BC. The authors attribute this physiological stress to a reduction in locally available resources and the adverse health impact of urbanization (insalubrity and propagation of disease).

Apart from the negative effects on population growth of war, forced migration and constant insecurity, the unprecedented concentration of people living in camps and towns also created conditions for radical demographic regime changes, potentially masked by the spectacular increase in numbers of inhabitants. In the same way as the sedentarization of Neolithic populations profoundly modified their fertility and the mortality of their young children, the rapid “urbanization” of previously scattered populations may have produced new fertility behaviours and mortality patterns. In addition, the assignment by Rome of officials to one town rather than another may also have modified the appeal of certain territories over time. This is suggested in a study by Ouriachi and Nuninger (2011) who cross-linked a spatial
model of the settlement system in a region of southern France and an analysis of the local gentry’s social networks, revealing the existence of competition, not only between individuals for administrative positions but also between towns wishing to attract the most influential officials and thereby raise their prestige. The spatial distribution of the population and its density thus depend not only on the numbers of migrants, but also on the quality of the most high-ranking ones.

In more peaceful times, the age-sex structure of the population around the *limes* was highly favourable for positive demographic dynamics and population growth. The predominant presence of young, affluent men clearly oriented the marriage market in favour of soldiers and legion auxiliaries. Phang (2001) draws upon funerary epitaphs to show the types of relationships that existed among soldiers. Soldiers who married did so later, in their mid-thirties, and their wives were usually from the families of military comrades. Soldiers could find a partner, live with her and have offspring in a union not legally recognized under Roman law. Penelope Allison (2008) investigated the presence, activities and status of women and children in Roman military forts on the German frontier during the first and second centuries AD. She concluded that women played a greater role in military life in the early Roman Empire than has previously been acknowledged (see also Allison 2011, 2013). Elisabeth Greene (2011) provides evidence for the presence of women and children within military garrisons during the earliest periods of military conquest and during consolidation in the first and second centuries AD. In the first century AD, the auxiliary units stationed on the frontiers of the western provinces were legally allowed to cohabit with women during their period of service; soldiers were later granted the same right. A comparison can be made with the soldiers present in the same zone some centuries later (see the doctoral work by Dana Rus 2010, 2016 on Roman border guards in the late eighteenth and nineteenth centuries).

Such marriages created new ties on other side of the “border”, or rather consolidated existing ones, since other practices had the same purpose (recruitment of local auxiliaries, allocation of land behind the *limes* to legionnaires, reception of hostages, etc.), thus forming a sort of giant human shield (e.g. Picard 2014 and Boatwright 2015 on forced displacements; Foubert 2011 on migration of high-ranking women; Moatti 2017a and b on legal evidence and categorization of migrants; and Lo Cascio and Tacoma 2017 on the impact of mobility and migration). The establishment of human populations in the *limes* doubtless owes much to these marriage migrations and to higher fertility (and better child survival) made possible by material wealth and better health conditions.

### 2.4.3 Demographic Crises Were Inevitable

Generally stemming from insecurity and social and economic difficulties, recurrent demographic crises are a characteristic of preindustrial population dynamics. These brief, but intense, episodes of excess mortality (often accompanied by fewer marriages and births) most likely affected the populations of the *limes*,
and the general curve of population growth doubtless includes a number of sudden dips.

While mortality is correlated with advancing age as much as with the perils of early childhood, it is also highly sensitive to random events that may modify its intensity and selectivity. When the *limes* was established, a road network was built that facilitated troop movements, food transport and trade, but also the circulation of infectious diseases. And the large migrant inflows inevitably brought in new diseases that produced epidemics which were especially severe if the populations had no prior exposure and, therefore, no immunity to the pathogen. One such example was the epidemic of smallpox, known as “Antonine Plague”, that swept across the Roman Empire between 165 and 190 AD, spread by soldiers returning from campaigns in the Near East (Lo Cascio 2012). It was described in detail by Galen of Pergamon, a contemporary physician, enabling historians (Littman and Littman 1973) to recognize it as haemorrhagic smallpox, a virulent and highly lethal form of the disease. They agree that the epidemic hit a previously unaffected population, resulting in higher mortality than in subsequent outbreaks.

Living close to major communication routes or in crowded towns or military camps greatly increased the risk of contagion, with consequences in terms of excess mortality. In demographic, economic and geopolitical terms, the actual impact of Antonine Plague across the Empire remains uncertain (estimated mortality rates range from 7–10%, following Littman and Littman 1973, to 25–33%, according to Duncan-Jones 1996 and Zelener 2003). More certain is the series of epidemics that struck the Roman world between the second and the sixth centuries AD, causing a significant population decrease and contributing, along with many other factors, to the decline of the Roman Empire (see Little 2007; Harper 2014).

Indeed, after a long period of climatic stability and limited volcanic activity between 100 BCE and 150 AD (McCormick et al. 2012), climate conditions worsened. Some scientists have postulated that major volcanic eruptions produced severe weather disturbances, which destroyed crops and led to famine and disease. The scale of these climatic repercussions is still a topic of debate. However, as northern Europe was particularly exposed to the after-effects of Icelandic volcanic eruptions, it is reasonable to imagine that it endured several years of poor harvests. Between 150 and 200 AD, when climatic conditions began to deteriorate, the Empire was confronting a major economic and political crisis and a number of military challenges (McCormick et al. 2012, 203).

Given the close correlation between climate and food resources (cf., e.g. Bevan et al. 2017), such change is generally accompanied by episodes of food shortage or famine, which adversely affect the populations and increase their susceptibility to disease and epidemics. The populations of the *limes* must have been severely exposed to such risks, first because of the high population density (and the absolute priority given to supplying the garrisons) and, second, because the region was unable, even under normal conditions, to meet the population’s food needs and relied on imports, themselves in short supply when the producer regions no longer had a surplus (see, e.g. the calculation models proposed by Van Dinter et al. 2014 and Chap. 7, Joyce, to estimate the local carrying capacity).
Chronic and acute malnutrition (famine) and the accompanying disease and epidemics caused by wars or poor climatic conditions give rise to excess mortality, but also result in a deficit of births that is proportional to the severity of the famine and its duration. Famines also encourage migration and can lead to local population decline. Recurrent severe demographic crises can hinder demographic recovery.

### A Faltering Demographic Recovery

Demographic crises that decimate young adults (such as the plague or influenza) often have a more pronounced long-term impact; the population size and structure are such that the population cannot immediately renew itself despite the generally observed increase in birth rates (Fig. 2.2). Most often, it is regenerated through the arrival of new immigrants but only if neighbouring regions have not themselves been severely affected. Populations are more resilient over the short term when difficulties are short-lived or only affect young children. Yet repeated food shortages and cyclical epidemics of childhood diseases may hinder demographic growth, with population size remaining practically constant over the long term. Preindustrial populations were confronted by these regulatory mechanisms, which are linked to epidemic thresholds\(^8\) and to environmental carrying capacity.\(^9\)

The worsening environmental conditions in the second half of the third century, and mainly the cooling that affected the north-western provinces of the Empire (McCormick et al. 2012), could have severely disrupted food production and slowed

---

\(^8\) i.e. the number or density of receptive individuals required for an epidemic to take hold.

\(^9\) i.e. at the prevailing levels of technological development, the maximum population size that can be sustained indefinitely, in terms of food, water, living space, energy, etc., by a given environment.
down the recovery capacities of populations. Economic difficulties often encourage those who have nothing (or nothing left) to migrate. If emigration occurs on a large scale, such movements can hinder demographic recovery and lead to a significant decline in local settlement.

2.5 Conclusions

In demographic terms, the *limes* was a specific and complex territory where different populations intermingled and where trade was conducted on a large scale. A remarkable instrument of acculturation but also an ideal environment for the propagation of new contagious diseases, the *limes* doubtless exhibited very specific demographic structures and behaviours which evolved in response to the levels of security or insecurity experienced by its populations. It is difficult to model demographic behaviours in a region such as this, as Verhagen et al. (2016) can confirm. The “migration” parameter is of key importance, yet difficult to quantify or predict. Apart from migration linked to militarization and forced population displacements, migration behaviours, like those of fertility and mortality, are governed as much by individual and family decisions as by parameters of well-being and security.

This rapid overview of historically attested demographic situations does not take account of data provided by the documents and archaeology of the *limes*. Its sole purpose is to suggest some avenues for future research to better understand the factors underlying the long-term population dynamics of the region.
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Chapter 3
Modelling the Dynamics of Demography in the Dutch Roman Limes Zone: A Revised Model

Philip Verhagen

Abstract In this chapter, a simulation model for better understanding the population dynamics of the limes zone is presented, building on our earlier study on the possible effects of recruitment of soldiers for the Roman army (Verhagen et al., Modelling the dynamics of demography in the Dutch limes zone. In: Multi-, inter- and transdisciplinary research in landscape archaeology. Proceedings of LAC 2014 Conference, Rome, 19–20 September 2014. Vrije Universiteit Amsterdam, Amsterdam. https://doi.org/10.5463/lac.2014.62, 2016a). In this earlier study, a number of questions were raised concerning the realism of using estimates from historical demographical sources for understanding the population dynamics of the region. In the current paper, the available data sets, approaches and hypotheses regarding fertility and mortality in the Roman period are re-assessed, together with the available archaeological evidence on the population dynamics of the region. A revised model is then presented that allows for more refined experimenting with various demographic scenarios, showing that a much larger number of parameters can be responsible for changes in population growth than is often assumed in archaeological studies. In particular, marriage strategies would seem to play an important role in regulating the number of births. The model remains a work in progress that can be further refined and linked to models of settlement and land use development.
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3.1 Introduction: Demographic Modelling in the Roman Period

3.1.1 Available Data Sets

In order to better understand population growth dynamics, base data on mortality, fertility and migration are needed. For the periods before the introduction of parish records in Europe from the fifteenth century onwards, however, this information is almost completely lacking. This has led palaeo-demographers to employ datasets from the recent past instead. These datasets, collected from the 1950s onwards for modern population studies, can be used to study premodern populations as long as we are aware of the difficulties of obtaining reliable data on ancient population structures (see Chap. 2, Séguy).

In palaeo-demographic studies, it has often been assumed that prehistoric populations were stable, i.e. that the fertility and mortality patterns did not change over time and that net migration was zero (Lotka 1934, 1939). Under these conditions, a population will grow at a constant rate. Furthermore, it has often been assumed that population growth rates in premodern times were close to zero, following Acsádi and Nemeskéri (1970). This is partly because of the Malthusian principle that populations will not grow beyond carrying capacity but also because all the available evidence seems to point to very low growth rates throughout the premodern period of at most 0.2% per year. Even in cases where higher population growth is observed, like at the onset of the Neolithic, the growth pattern seems to quickly stabilize to near-equilibrium again (Bocquet-Appel 2008). Nevertheless, this does not mean that short-term population growth patterns need to be very stable (Séguy and Buchet 2013).

The generally low population growth rates observed in the past can mostly be attributed to devastatingly high (infant) mortality, but were also the consequence of (conscious) birth control. Most studies, however, have focused on mortality since it can be estimated with relative ease from the age structure of a population. If we can reconstruct a population’s age structure, then we can also estimate its mortality very precisely.

The empirical data on mortality for the Roman period stem from epigraphic evidence on tombstones, skeletal material and a limited number of written sources, in particular census records from Egypt (Frier 1982; Parkin 1992; Bagnall and Frier 1994). On fertility and migration there is hardly any data at all. However, the available information is usually thought to support the assumption that the average lifespan in the Roman period was approximately 25 years and that Roman mortality patterns were very close to those of modern non-industrialised societies. The use of demographic data from ‘non-industrialised’ societies (Séguy and Buchet 2013) has therefore become a widely accepted approach to obtain demographic estimates for the Roman period (e.g. Parkin 1992; Bagnall and Frier 1994; Woods 2007; Hin 2013).
Life tables (Box 3.1) present the relationship between mortality and population age structure and have, therefore, been used extensively for Roman demographic studies. Since they only provide population age structure, but not growth rates, we also need to estimate birth rates in order to understand population dynamics in the Roman period. Henry (1961) and Coale and Trussell (1974, 1978) presented natural fertility schedules on the basis of historical demographic data that approach the situation when there is no form of birth control (Boxes 3.2 and 3.3).

Using these figures, the net reproduction rate \((NRR)\) under the often used Model West 3 Female life table equals 2.1, corresponding to an annual growth rate \((r)\) of 2.8% for the whole of the childbearing period of females. This is substantially higher than what can be inferred from historical and archaeological data (Wrigley and Schofield 1981; Bagnall and Frier 1994). Therefore, natural fertility rates do not reflect the true patterns of fertility in premodern times, and methods of birth control must have been applied extensively in the past, unless mortality really was much higher than is assumed.

**Box 3.1 Life tables**

A life table is a table of survivorship of people in an age group, usually starting with a population of 10,000 or 100,000 at age 0. Depending on the mortality rate per age group (usually denoted as \(q_x\)), the number of people in subsequent age groups will decline by a figure \(d_x\) until reaching 0 at the maximum age. The number of survivors at age \(x\) is denoted \(l_x\), although this is also used sometimes to indicate the proportion of survivors, or survivorship, \(l_x/l_0\).

Usually, the age groups are presented as 5-year cohorts, with the exception of the first life year that is often included separately, since infant mortality is high in non-industrialised societies. In the case of cohort life tables, \(l_x\) refers to survivorship at the end age of the age group, not to the start. Note, however, that mortality rates for an age cohort are often given as \(nq_{x+n}\), with \(n\) denoting the number of years in the age cohort.

From life tables, a number of additional statistics can be obtained, including the life expectancy \((e_x)\) at a specific age.

Model life tables were first constructed on the basis of census data by the United Nations (1955) as idealised representations of the population age structure in various parts of the world. The more detailed model life tables published by Coale and Demeny (1966) are frequently used in palaeo-demographic studies since they include tables for life expectancies at birth \((e_0)\) that are supposed to reflect pre-industrial mortality regimes. The often cited Model West 3 Female life table, for example, is based on reliable historical census data from predominantly Western countries for females with \(e_0 = 25\) years.
Box 3.2 Natural and true fertility

The concept of natural fertility was introduced by Henry (1961) to refer to the situation in which a population will make no conscious effort to limit the number of children born, such as was the case in many pre-industrial societies. Since Henry only studied historical data of fertility among married couples, the concept is also referred to as marital fertility. Natural fertility is only dependent on the physiological factors that influence fecundity during the reproductive period of females, usually taken as the age interval between 15 and 50 years. From his analysis, Henry concluded that natural fertility was remarkably similar throughout the cases studied.

True fertility on the other hand, refers to a situation where birth control is applied. This can be a highly variable figure, depending on the socio-cultural and historical context.

A fertility schedule (either natural or true) lists the age-specific fertility rate (ASFR) or the average number of births per female per age group; \( m_x \) then denotes the average number of daughters born.

Note that fertility schedules are always based on the assumption that a female survives all her childbearing years from age 15 to 50.

Box 3.3 Reproduction and growth rates

The gross reproduction rate (GRR; Kuczynski 1935) is a hypothetical figure denoting the number of daughters born to a woman that survives all her childbearing years from age 15 to 50, and it is calculated as the sum of \( m_x \) over all age groups. The total fertility rate (TFR) then is the number of children, male and female, born to this same woman.

The net reproduction rate (NRR; Kuczynski 1935) is equal to GRR, corrected for mortality of the females. It is also known as the reproductive rate \( (R_0) \). If NRR is larger than one, then the population will grow; if it is lower, it will decline.

NRR can be easily calculated on the basis of a life table and a fertility schedule, and equates to \( \Sigma l_x/m_x \). When using age cohorts, however, the value of \( l_x \) should be calculated based on the survivorship at the mid-point of the age group; so, at \( x - 0.5n \) (see Caswell 2001:24–25).

The annual population growth rate \( (r) \) is slightly more difficult to calculate and equals \( \ln(NRR)/t \), where \( t \) is the average length in years of a generation and equates to \( (\Sigma x l_x/m_x)/NRR \). When working with age cohorts this becomes \( (\Sigma (x - 0.5n) l_{x-0.5n}/m_x)/NRR \).
3.1.2 Birth Control in the Roman Period

Bocquet-Appel (2008) states that regulating the birth interval was the most important factor influencing fertility in most prehistoric societies through post-partum abstinence and/or an extended lactation period. Extension of the lactation period was a well-known strategy of birth control in the Roman period (Bagnall and Frier 1994), and one that could have been applied quite easily—although it should be noted that in the upper classes, wet-nursing was common (Caldwell 2004). Bagnall and Frier (1994) also suggest that family size may have been effectively limited by ‘stopping behaviour’, meaning that once the desired number of children was born, couples no longer had intercourse. In the Roman Empire, divorce was quite common and therefore also constituted an effective way of reducing the duration of the childbearing period.

However, there are a number of other socio-cultural factors that can influence birth rates, in particular, where it concerns the rules around marriage. Increasing the (first) marriage age (or better said, the age at which females become sexually active) has a substantial reducing effect on birth rate. It is also known from historical data that the proportion of never-married females could be substantial (Wrigley and Schofield 1981), but there is little evidence for this in the Roman period. In the case of the Dutch limes, this would seem an unrealistic assumption anyway because of the male surplus created by the influx of immigrants (see Chap. 2, Séguy).

When raising the female first marriage age from 20 to 25 years under the Model West 3 Female life table, for example, the number of births will be reduced by about 23%, NRR will go down from 1.7 to 1.2 and \(r\) from 1.7% to 0.5%. Marrying of females to older males will also have an effect on population growth, especially if females are not allowed to remarry, since the average duration of the union will then be shorter because of the higher mortality among males (Caldwell 2004). The net effect however under the Model West 3 Female life table of females marrying a 5-year older male is only a 0.2–0.4% reduction in \(r\).

Contraception, abortion and infanticide may have played a role as well in regulating the number of births. Evidence for contraception and abortion in the Roman period, however, is limited, and its effectiveness can be doubted (Caldwell 2004). Infanticide, though often suggested, seems not to have been practiced very widely, although ‘exposure’ of new-born children was quite common (Caldwell 2004), which could either mean the death of the child, or, more probably, its adoption as a foundling.

All in all, a number of effective strategies were available to premodern societies to limit the number of births, although their actual application will have been highly tied to social and possibly religious norms. For this reason, modelling ancient birth rates remains challenging, since it will be hard to identify the precise causes for reduced or increased birth rates. In an earlier study (Verhagen et al. 2016a), we demonstrated that removing a sufficiently large number of males from the marriage pool because of army recruitment will in the end lead to population collapse, since the number of unmarried females will then become too large. The figures presented...
there were compared to a base scenario of natural fertility. However, since the population in the Dutch limes zone does not show signs of substantial growth before the arrival of the Romans, its inhabitants may already have applied one or more of the birth control strategies mentioned. This also implies that there was at least a theoretical opportunity to increase the number of births per female and thus to provide the Roman army with more men by ‘breeding soldiers’.

3.1.3 Mortality Crises in the Roman Period

A factor usually not addressed in ancient population modelling studies is the influence of mortality crises on population size and structure. This is probably because these can be poorly linked to modern-day equivalents. However, the ancient world was full of diseases, famine and warfare that could wipe out substantial portions of the population over a short period of time (see also Chap. 2, Séguy and Chap. 6, Jongman). Quantitative data on these aspects is scarce, however, especially where it concerns the effects of famine. Furthermore, ancient written sources often seem to exaggerate the effects of these crises.

3.1.3.1 Epidemics

Some estimates are available of the effects of epidemics in the Roman period, in particular those of the Antonine Plague that struck the Empire in the years between 165 and 189 CE with outbreaks of varying severity. Littman and Littmann (1973) estimated that 7–10% of the population died during the major outbreaks and suggested that contemporary reports of 25% to one-third of the population are unlikely. Duncan-Jones (1996) indicates that epidemics were a common occurrence but that the Antonine ‘plague’ (presumably smallpox) was likely an especially devastating case since it was so often mentioned in later sources and at the same time led to a decrease in written sources in general (see also Chap. 6, Jongman). The available quantitative evidence is mainly from Egypt and Rome. Egyptian sources would seem to point to a mortality of over one-third of the population. These effects could however be (very) localised, and the spread of the plague is thought to have occurred mainly through the main communication arteries and the army. A side effect of epidemics was also an increased animal mortality, leading to a reduction in the availability of animals for both food consumption and agricultural work.

3.1.3.2 Warfare

Where it concerns warfare, Rosenstein (2004) provides detailed figures of soldier mortality in the Roman Republican army in the period 200–168 BCE. Combat losses would amount to 2.6% of the soldiers per year. During major battles,
however, these figures would be much higher (around 5.6%), especially in the case of defeats, although it is noted that mortality rates were not as high as in the nineteenth-century mass warfare. In major documented battles, some 15–30% of the soldiers would die, but these are exceptional events. In the study region, the only major battles were fought during the Batavian revolt (69–70 CE), but of course the recruited Batavian soldiers were also involved in other military campaigns, especially in the conquest of Britain (43–66 CE).

Estimates on the loss of civilian life during wartime are unavailable, although it should be borne in mind that the killing of civilians was relatively rare and mainly affected non-Roman enemies, like in the case of Julius Caesar’s campaign against the Eburones. However, prolonged military campaigns might have had a negative effect on the availability of food, as well as carry diseases with them and lead to an exodus of population fleeing from the advancing armies.

3.2 The Settlement Evidence

As part of our research, we have collected and evaluated all the publicly available information on Roman period settlements in the Dutch limes (Verhagen et al. 2016b) in order to analyse patterns of settlement distribution in the region through time. Of course, all settlement inventories can be criticised for their level of detail and accuracy, and ours is no exception. The main problems associated with large-scale settlement databases are found in their uneven geographic and temporal representation, and in their lack of detail on the number of inhabitants of individual settlements that can be inferred from the number of house plans, cemetery sizes and other indicators. The problem of estimating population sizes on the basis of settlement inventories has been discussed in various studies on the Dutch limes (Bloemers 1978; Willems 1986; Vosse 2003; Buijtendorp 2010; Van Lanen et al. 2018) and has led to a large range of estimates (see Chap. 1, Verhagen, Joyce & Groenhuijzen). However, reliable information on the development of rural settlements throughout the Roman period is limited to a few studies (e.g. Hessing and Steenbeek 1990; Jansen and Fokkens 1999; Van Londen 2006; Heeren 2009; Vos 2009) and has not been fully synthesised. A study like the one presented by Nüsslein in Chap. 5 could therefore be very useful to better understand the development trajectories of settlements beyond the major studied ones, but so far this has not been undertaken.

The general trends, however, can be easily identified. First of all, as was already pointed out in Chap. 1 (Verhagen, Joyce and Groenhuijzen), the growth in settlement numbers during the Early and Middle Roman period is well attested, although the exact growth rate remains open to debate. From our own data, we estimated an approximate 70% increase in rural settlement numbers in the period between 25 CE and 150 CE. Also, there is sufficient evidence that many existing settlements grew in size, so the actual increase in population will have been more than that. For this

1 https://www.quora.com/How-has-mortality-rate-per-battle-changed-throughout-history
reason, Van Lanen et al. (2018) postulated a population increase of more than 260% from the Early Roman to the Middle Roman period. These are clear indications of a population growth increase that goes well beyond the supposed maximum of 0.2% per year for pre-industrial societies, and it is in sync with observed larger trends in the Roman empire (see Chap. 6, Jongman). The rural population growth is most probably linked to increased economic productivity and urbanisation, following the arrival of a substantial Roman military and civilian population (possibly in the order of 20–30%).

Natural population growth (without immigration) needs to come from a decrease in mortality, an increase in fertility, or a combination of the two. Jongman points out that economic growth must have led to higher living standards and thus to a higher life expectancy and the possibility to raise more children, but the fact remains that we have no reliable evidence for this. Cremation burial evidence from the cemetery of Tiel-Passewaaij (Heeren 2009, 81–93) does not reveal significant changes in life expectancy from the mid-first century until the third century CE even when evidence for pathologies decreases somewhat. For the whole cemetery, the life expectancy of the buried individuals was estimated at 29.4 years, which is clearly higher than the usually assumed life expectancy for the Roman period, but it is assumed that the high infant mortality is not reflected correctly in the burial evidence. Furthermore, an increase in the site’s population in the Early Roman B and Middle Roman A periods is evident with a demographic peak suggested for the period 90–120 CE.

An open question remains on how the economic growth and urbanisation in the Roman empire may have influenced the local population dynamics. On the one hand, immigrants will have moved into the region, possibly bringing spouses with them, but it is conceivable that they sought and found local marriage partners as well. On the other hand, there also was a strong pressure on the inhabitants to supply the Roman army with soldiers, leading to (temporary) emigration of men from the region. There is, however, ample evidence for family life of soldiers and the maintenance of contacts with the homeland in the form of army diplomas and military finds in rural settlements. It is therefore assumed that the legal ban on marriage for soldiers only applied to Roman citizens and was probably not enforced. Saller and Shaw (1984) point out that the phenomenon of dilectus (family separation) is well known from historical evidence and was much resented. This led Van Driel-Murray (2008) to hypothesise that a large proportion of the females was left behind in the rural settlements. She suggested that extended leave would have allowed soldiers to maintain families in their homeland, but as Heeren (2009, 251–252) points out, it is also plausible that women accompanied their men. Also, spouses from different corners of the empire may have been taken back to the homeland after the service term.

The evidence from the Tiel-Passewaaij cemetery suggests that, at least for this site, there was only a small surplus of females in the period between 40–150 AD, although no statistical test was performed on the data set. This relative lack of a female surplus is attributed to the practice of Batavian soldiers to take local spouses with them to their place of deployment. Emigration could therefore have affected the population size as a whole, but may not have had a significant effect on the biological reproductive capacity of the ones left behind. However, emigration would
then suppose an even stronger natural population growth than can be deduced from
the settlement and cemetery evidence alone.

The available settlement data then suggest a strong population decline starting in
the Middle Roman B period, again following general trends in the Roman empire.
The number of rural settlements in the area decreases by at least 40% from the
Middle Roman B to the Late Roman A period, but the situation may have been
much more serious than that, given the almost complete disappearance of indicators
for occupation from excavated settlements in the period 275–300 CE (Heeren 2015;
De Bruin 2017), coupled to clear evidence for incoming new settlers in the late
fourth century. Van Lanen et al. (2018) assume a reduction to about 20% of the
population size in the Late Roman period. An almost complete depopulation of the
area in the late third century therefore seems plausible, possibly forced by the
Roman authorities but certainly triggered by the abandonment of the forts and the
disappearance of the urban settlements. Several authors have suggested that the
population decline may already have started by the end of the second century and
have linked this to the compound effects of diseases, economic downturn and raids
by Germanic tribes (De Jonge 2006; Vos 2009). While these all seem plausible
explanations, a good understanding of the effects of these events on the local popu-
lation is lacking, since the decline does not seem to be equally severe for all settle-
ments and micro-regions. Again, the evidence from the Tiel-Passewaaij cemetery
does not indicate any changes in life expectancy, but shows a clear reduction in
population size from approximately 150 CE onwards (Heeren 2009, 81–93).

3.3 Towards a Dynamical Model of Human Reproduction

In our earlier study (Verhagen et al. 2016a), we presented a preliminary demographic
simulation model to understand the possible effects of recruitment on population
growth in the Dutch limes region, prompted by the long-standing debate on the prob-
lem for the local population to sustain the Roman army with men without jeopardiz-
ing agricultural production capacity (Bloemers 1978; Willems 1986; Vossen 2003;
Van Driel-Murray 2008). This model, written in NetLogo 5.1.0 (Wilensky 1999;
http://modelingcommons.org/browse/one_model/4678), was kept as simple as pos-
sible in order to come to grips with the main factors influencing population growth.
It only allowed for experimentation with the mortality regime and recruitment rate,
and the resulting scenarios pointed to a potentially precarious balance between
recruitment rate and viability of the population over the longer term.

The main problem with the model was that it was difficult to judge the realism of
its outcomes, partly because of the simplification of the factors involved and the
small modelled population size, but also because of the lack of any reliable data or
well-defined hypotheses on marriage strategies, mortality regimes, recruitment
rates and actual population size. This is all the more relevant since relatively small
changes in fertility and mortality can lead to large differences in outcomes, provided
the time period considered is long enough.
For the current paper, the original model was therefore extended to address the following questions:

1. What is the effect of marriage strategies on population growth?
2. What is the effect of birth control strategies?
3. What is the effect of mortality crises on long-term population viability?

The extended model was written in NetLogo 6.0.4 and can be accessed at http://modelingcommons.org/browse/one_model/5764.

### 3.3.1 Marriage Strategies

In the original model, high annual population growth rates of 0.95–2.15% were obtained, depending on the mortality regime chosen. This high growth rate was achieved because almost all females in the model would get first married at age 18, remarriage was allowed, and no birth control options were included. The males were not allowed to get married under the age of 26. These marriage rules were assumed to be broadly valid for the Roman period (Verhagen et al. 2016a). By contrast, however, the census data from Egypt (Bagnall and Frier 1994) point to different patterns, with only 60% of females married at age 20 and no remarriage allowed.

The new model therefore allows to experiment with more scenarios by manipulating the allowed age difference between spouses, adding an option to prevent remarriage, and by introducing a ‘first marriage probability’ factor for females, reflecting the fact that they would not all be first married at the same age and following the ‘standard schedule of the risk of first marriage’ described by Coale (1971). Coale’s model departs from two basic parameters: the allowed first age of marriage and the time span it takes for all females to become first married:

\[
 r(a) = (0.174k)e^{-4.411\left(e^{0.309\left(a-a_0\right)}-1\right)}
\]

where
- \( a \) = age of female
- \( r(a) \) = risk of getting married at age \( a \)
- \( a_0 \) = allowed first age of marriage
- \( k \) = time span reduction factor; the lower the \( k \), the shorter the time span until all females will be married and thus the higher the number of births

A separate option for non-marriage of females has not been added in this stage since it is not supposed to be a realistic assumption for the Roman period, but it can easily be implemented as an extra option. In practice, this was already experimented with: when modelling the effects of recruitment (Verhagen et al. 2016a), the number of unmarried females increased with increasing recruitment rates, leading to long-term negative effects on population growth.
Lastly, the original model had no limitation to the number of available marriage partners. Interaction between any member of the population was allowed. In reality, the rural population lived in settlements with only one or a few households (see also Chap. 7, Joyce), potentially limiting the number of available partners because of distance and/or kinship relations. We have, however, not aimed to model these more complex effects in this stage.

### 3.3.2 Birth Control

The original model only had one fertility schedule based on the natural fertility regime as defined by Coale and Trussell (1978). As discussed in Sect. 3.1.2, this schedule is not realistic for most pre-industrial societies. The census data from Egypt, for example, points to an average gap of 45 months between the birth of children (Bagnall and Frier 1994). Experimenting with the fertility schedule in the model can now be achieved in two ways: either by setting a fertility reduction factor that will lead to a lower number of births in general (simulating a longer birth spacing), and/or by allowing for stopping behaviour after a certain number of children is born and surviving, as suggested by Bagnall and Frier (1994).

### 3.3.3 Mortality Crises

Lastly, a ‘mortality crisis’ option was introduced in the model, with the possibility to explore two parameters: frequency and severity. Severity is modelled by adding a mortality multiplier, and frequency by specifying a return period of the mortality crisis.

In practice, mortality will have fluctuated from year to year, selective diseases might have targeted the elderly and or young disproportionately, and diseases, famine and warfare may have varied geographically as well. More specific mortality crisis scenarios should therefore be included in the model, but for the moment these have not been implemented.

### 3.4 Results

#### 3.4.1 Marriage Strategies

While many combinations of marriage strategies can be explored in the new model setup, the major effects on population growth are found when manipulating the first marriage probabilities. The revised model runs suggest that the most effective
strategy for increasing population growth is reducing the first marriage age and time span for females. The effects of changing the marriage age difference and allowing remarriage are limited compared to this.

The models were run with the ‘Woods South 25’ high mortality schedule and a natural fertility regime (Table 3.1). Under these conditions, applying very long first marriage time spans will lead to population decline, especially when combined with higher first marriage ages. Coale (1971) compared data from early twentieth-century Taiwan with those from Sweden, with \( k \) values of, respectively, 0.48 and 0.89. Even applying the ‘Taiwanese’ model already leads to a low mean population growth of only 0.2% if the first marriage age is set at 18 years with no minimum age difference between spouses; the ‘Swedish’ scenario is not viable. However, lowering the first marriage age to 15 dramatically increases the number of births, with a mean population growth of 1.2% for the ‘Taiwanese’ model.

### 3.4.2 Birth Control

Applying birth control is highly effective to reduce population growth. A reduction of the natural fertility rate to 80% is already sufficient to reduce population growth from 0.9% to 0.1% in a scenario with \( a_0 = 15 \) years and \( k = 0.5 \) (Table 3.2).

#### Table 3.1 Effects of first marriage age (\( a_0 \); columns) and first marriage time span (\( k \); rows) on annual population growth

<table>
<thead>
<tr>
<th>( k )</th>
<th>15 years</th>
<th>18 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.9%</td>
<td>1.3%</td>
</tr>
<tr>
<td>0.3</td>
<td>1.5%</td>
<td>0.7%</td>
</tr>
<tr>
<td>0.5</td>
<td>1.2%</td>
<td>0.2%</td>
</tr>
<tr>
<td>0.7</td>
<td>0.7%</td>
<td>−0.3%</td>
</tr>
<tr>
<td>0.9</td>
<td>0.0%</td>
<td>−0.9%</td>
</tr>
</tbody>
</table>

Averages based on 100 model runs over 100 years per scenario with ‘Woods South 25’ mortality schedule and natural fertility regime

#### Table 3.2 Effects of fertility reduction (left) and stopping behaviour (right) on annual population growth

| Fertility reduction factor | Stopping behaviour | | |
|---------------------------|--------------------| | |
| 1.0                       | 0.9%               | 8 | 0.9% |
| 0.9                       | 0.5%               | 7 | 0.9% |
| 0.8                       | 0.1%               | 6 | 0.8% |
| 0.7                       | −0.5%              | 5 | 0.8% |
| 0.6                       | −1.2%              | 4 | 0.5% |

Averages based on 100 model runs over 100 years per scenario with ‘Woods South 25’ mortality schedule, natural fertility regime and first marriage span with \( a_0 = 15 \) years and \( k = 0.5 \)
Manipulating stopping behaviour will only have a major effect on population growth when the limit on the number of children is substantially below the average number of children born under the natural fertility regime. When set at seven or eight children there is no discernible difference, but setting the stopping behaviour at four surviving children reduces population growth from 0.9% to 0.5%.

Averages based on 100 model runs over 100 years per scenario with ‘Woods South 25’ mortality schedule, natural fertility regime and first marriage span with $a_0 = 15$ years and $k = 0.5$.

### 3.4.3 Mortality Crises

Annual average mortality rates based on the ‘Woods South 25’ high mortality schedule (Woods 2007) are in the order of 4%. Adding a mortality multiplier to the model results in clear temporary population declines, but the return rate is a very important factor for determining whether mortality crises will have a long-term effect. For example, when departing from the same scenario as above (natural fertility regime and first marriage span with $a_0 = 15$ years and $k = 0.5$), a 50% increase in mortality will not have a significant long-term effect on population growth when the return rate is only 20 years: average population growth will then decrease from 0.9% to 0.8% (Table 3.3). With faster return rates, however, it will quickly start to have a larger negative effect. For higher mortality rates, this is even more evident. A fivefold increase (so from 4% to 20%) will clearly reduce population growth with longer return rates as well, but it is important to note that even severe mortality crises will not be sufficient to bring the population in decline when they occur in isolation. It is only when the crises return more regularly that the long-term survival of the population will be in danger.

<table>
<thead>
<tr>
<th>Mortality Multiplier</th>
<th>20 Years</th>
<th>10 Years</th>
<th>5 Years</th>
<th>2 Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>0.8%</td>
<td>0.7%</td>
<td>0.5%</td>
<td>0.1%</td>
</tr>
<tr>
<td>2</td>
<td>0.7%</td>
<td>0.5%</td>
<td>0.2%</td>
<td>0.7%</td>
</tr>
<tr>
<td>3</td>
<td>0.5%</td>
<td>0.1%</td>
<td>−0.9%</td>
<td>−2.4%</td>
</tr>
<tr>
<td>4</td>
<td>0.3%</td>
<td>−0.3%</td>
<td>−1.9%</td>
<td>X</td>
</tr>
<tr>
<td>5</td>
<td>0.1%</td>
<td>−0.6%</td>
<td>−2.2%</td>
<td>X</td>
</tr>
</tbody>
</table>

Averages based on 100 model runs over 100 years per scenario with ‘Woods South 25’ mortality schedule, natural fertility regime and first marriage span with $a_0 = 15$ years and $k = 0.5$. X = populations did not survive over model run.
3.5 Conclusions

The model runs demonstrate that relatively small changes in some of the parameters used may greatly influence long-term population dynamics. These results are not all completely new or surprising, but the advantage of modelling population dynamics in the NetLogo environment is the ease of manipulation of scenarios to help us understand the contribution of various factors to population growth and decline that are suggested in historical and archaeological studies.

Of course, we do not know whether the *limes* population was aware of the modelled effects and adapted their reproductive behaviour accordingly. However, while mortality patterns were largely outside the influence of conscious human behaviour in the Roman period, marriage and birth control strategies could be effectively manipulated to regulate reproduction. In practice, a combination of strategies may have been consciously or unconsciously applied that would increase population growth, driven by the Roman demand for armed forces and the improved economic prospects in the first half of the Roman period. For example, restrictions on early marriage might have been more relaxed in times of economic prosperity, when it would be easier for couples to achieve economic independence. Stopping behaviour, while not the most effective birth control strategy at the macro-level, may have been very effective at the household level to make sure that the number of children would not exceed the settlements’ carrying capacity.

The models also suggest that mortality crises in themselves are not sufficient to cause long-term population decline, but when the return rate increases their negative effects will be clearly felt. This confirms the assumption that diseases like the Antonine Plague, which returned at irregular intervals, must have kept a prolonged pressure on the population (see Chap. 2, Séguy). This may have been exacerbated by the effects of economic decline (see Chap. 6, Jongman) which may have led to changes in marriage and birth control strategies as well. In the end, however, the strong depopulation of the area in the Late Roman period may have been the consequence of (forced) emigration rather than of internal population dynamics.

The models presented in this paper remain a work in progress. The main difficulty is to set up a dynamical model that does not become too complex to handle while still producing meaningful results. While general conclusions on the causes and effects of changes in reproductive behaviour can be obtained relatively easily with the current models, fully understanding the interplay of various factors for the *limes* zone and judging the realism of the modelled outcomes is a much more difficult task. Especially the rules for finding marriage partners, based on socio-economic status, distance and/or kinship would seem a fertile ground for further experimentation, but this would also involve finding realistic approximations of marriage probabilities that are not based on the generalised model that has been used now. Also, questions about the limitations to the growth of rural settlements into settlements with multiple households are currently not addressed, nor were the questions of rural-urban relationships and the effects of migration included in the model. For
this, we would also need to couple the demographic model to socio-economic simulation models such as the ROMFARMS model developed by Jamie Joyce (Chap. 7) or land use simulation models (De Kleijn et al. 2018).
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Chapter 4
Broad and Coarse: Modelling Demography, Subsistence and Transportation in Roman England

Tyler Franconi and Chris Green

Abstract The English Landscape and Identities project (EngLaId), which ran from 2011 to 2016 (ERC grant number 269797), was designed to take a long-term perspective on English archaeology from the Middle Bronze Age (c. 1500 BCE) to the Domesday survey (1086 CE). It was a legacy data project that collated an immense number of records of English archaeology from a large number of different public and academic sources. Within this mountain of material, the Roman period (43 to 410/411 CE) stood out as being particularly fecund, accounting for 40% of the data (by record count) coming from only 15% of the total timespan of the project. This paper examines the ways in which the EngLaId project approached the modelling and analysis of its data for Roman England. We focus here on the three themes of demography, subsistence economy and transportation. Overall, EngLaId provides an interesting contrast to the possibilities and limitations of the other projects presented in this volume because of its large spatiotemporal scale and its (thus necessary) broad-brush approaches to data analysis and modelling. It is also this large spatiotemporal scale that helps situate the Roman period within a much longer span of history, making evident what was unique to this time period and what was constant across multiple periods.
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4.1 Introduction

The English Landscapes and Identities project (EngLaId) ran from 2011 until 2016 and was funded by the European Research Council. It was in essence a legacy data project that collected a very large amount of material on the archaeology of England covering the timespan from the Middle Bronze Age (c. 1500 BCE) to the Domesday survey of 1086 CE. The team gathered a database of over 900,000 records of archaeological sites (including find-spots and also uncertainly dated material) from a large number of sources. These included almost all of the local government/national park-based Historic Environment Records (HERs), Historic England (HE), the Portable Antiquities Scheme (PAS) and a number of other smaller datasets collated by individuals or other bodies. The team also gathered various ancillary datasets including the results of HE’s National Mapping Programme, the grey literature library held by the Archaeology Data Service (ADS), and HE’s Index of Excavations (also curated by the ADS). This mass of material was complex and rich in detail but was mostly rather high level: in other words, the data could describe English archaeology at the scale of sites and landscapes but could answer few questions on an intra-site or contextual basis, simply due to lack of consistent recording of archaeology at greater levels of detail than the site. All told, the archaeological records contained in the EngLaId database cover a range of site types that were simplified down to 119 defined types and grouped into 8 categories: agriculture and subsistence; religious, ritual and funerary; domestic and civil settlements; architectural forms; industry; communication and transportation; defensive structures; and a final catch-all for ‘other’ (Green et al. 2017, 246–247; https://englaid.arch.ox.ac.uk/). In addition, find types ranging from coins to weapons were also included, but these are not relevant to the discussion herein.

As such, the datasets gathered by the project could be best put to use in the exploration of questions and themes at a rather broad-brush scale/resolution. Although more detailed case studies were undertaken, at a national level there was little possibility for manual cleaning of our data, and so the data was resampled using spatial bins (see Green 2013 for more detail) to minimize problems caused by imprecise spatial coordinates and double (or more) counting of the same objects across multiple datasets (see Cooper and Green 2016). The national-level models presented here have thus passed through a stage of being binned into 1-by-1-kilometre cells before any analysis was undertaken, with the presence/absence of each type of site defined (e.g. ‘cremation cemetery’, ‘villa’, ‘hillfort’, etc.) recorded for each cell. Although this process will have removed some level of detail on a high-resolution spatial scale, this should not have unduly affected models created at low-resolution spatial scales, such as investigations carried out at the national level.

Obviously, England is not an entity that existed until perhaps the very end of our time period of interest and certainly did not exist during the Roman period that is the focus of this particular paper. However, one must set limits to any analysis and using the bounds of modern-day England allowed a reasonable degree of consistency to exist across most of the original data sources gathered, as almost all of the bodies
from whom we collected data are governed by guidelines set by HE (the HERs and HE itself at least). If we had included data from Wales or Scotland, or from Ireland or the near continent, then that would have increased the time taken both to gather and to rationalize the data, which was already not insignificant. As such, although ‘England’ remains an anachronous construct for the majority of our time period, it is a convenient construct nevertheless.

Throughout the approximately 2500-year time period covered by the EngLaId project, the approximately 400 years of the Roman period stands out as particularly significant in terms of the amount of data. Around 40% of the records in our main database are of Roman date, despite the period only representing around 15% of the Bronze Age to early medieval time period as a whole. Demonstrably, the Romano-British left a lot more evidence of their existence in (and above) the ground for archaeologists (and others) to discover than their prehistoric predecessors or (early) medieval successors did. This could be explained in a number of ways: there may have been more people (the demographic explanation), there may have been more intensive exploitation of resources (the subsistence economy explanation) or there may have been stronger links between different places both within and outside England (the transportation explanation). Almost certainly, the answer will be a mixture of these explanations and others (including the modern factors that partially structure the recovered archaeological record, as discussed in Green et al. 2017, 253–256; Cooper and Green 2016), but these three themes will be the subject of the rest of this paper, also aligning well as they do with the topics of the other papers presented in this volume.

4.2 Demography

The massive amount of data from the Roman period led us to first re-examine an age-old archaeological question: how does the distribution of sites and artefacts relate to the numbers of people that left them behind? The demography of the Roman Empire has recently been the subject of a number of studies that range from regional (Marzano 2011; Hanson 2011) to Empire-wide studies (Scheidel 2007; Wilson 2011; Hanson 2016). These studies have generally relied on estimates of urban populations based on hypothetical settlement densities within defined city spaces that are then extrapolated to estimate the (much larger) rural population. Exact methodologies and outcomes vary widely, from low estimates of 54 million (Beloch 1886, 501–507) to high estimates of 122 million (Hanson 2016, 72) in the middle of the second century CE. Within this Empire-wide uncertainty, regional estimates of provincial populations reflect the same orders of variation. For the province of Britannia, estimates range from 2 to 2.5 million (Frere 1987, 311; Jones 2004; Mattingly 2006) to as high as 5–6 million (Salway 1981, 544). There is, therefore, much said about Roman demography, but very little proven. Outside of pure numbers, there are significant obstacles in understanding both geographical and
chronological fluctuations in demographics as well, as the situation of the early Roman Empire would undoubtedly be very different from that of 200 or 400 CE.

Because of these difficulties and others, the EngLaId team did not attempt to model actual population numbers within its study region, as it seemed unlikely that any accurate measures could be derived from the data to hand, especially considering the amount of work already done inconclusively on the subject. Instead, we sought out proxies that ought to relate on some level to relative population density in the past. After some experimentation, we settled on a rough proxy based upon the complexity of information for each time period in each 1 by 1 kilometre cell, averaged out across space using Kernel Density Estimate (KDE) modelling (see O’Sullivan and Unwin 2010, 68–71). The complexity measure was essentially the number of different types of site within each cell based upon the terms defined in our site type simplification thesaurus (which contained 119 different potential
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**Fig. 4.1** Models of relative complexity of archaeology for the (a) Roman, (b) Iron Age, and (c) early medieval periods
types). The methodology has been explained and its merits/problems have been discussed in detail elsewhere (Green et al. 2017), but essentially we argue that these models must relate on some level to variation in population density across England, as more people ought to mean more archaeological remains and more variety of archaeological remains, at least if we are dealing with relatively settled lifeways. The models were normalized for cross comparison using $z$-scores (i.e. subtracting the mean and dividing by the standard deviation).

The model of relative data complexity for the Roman period (Fig. 4.1a) shows a large and partially discontinuous peak that covers most of south eastern England, with some smaller peaks in the north and west which are mostly associated with military landscapes (e.g. Hadrian’s Wall). Particular peaks within the zone of higher general complexity include the Thames and Nene river valleys and a swathe of countryside to the south and west of the legionary fortress and colony of York. The area of the Weald of Kent and Sussex shows a clearly lower density, as an area known mostly for iron working in the Roman period and which is generally of low complexity throughout the total time period studied by the EngLaId project. When compared against the preceding Iron Age (Fig. 4.1b) and succeeding early medieval periods (Fig. 4.1c), the earlier period shows a similar overall pattern but with a more restricted zone of higher complexity, alongside a notable peak in North Yorkshire that is reduced in the Roman period. The later period shows a generally lower value but also generally similar overall pattern, albeit with a much stronger peak of high complexity in the Cornwall/Devon peninsular. East Anglia also shows a much broader peak of high complexity, which is of little surprise as this region is traditionally characterized as one of the heartlands of Anglo-Saxon migratory settlement.

Although clearly not direct models of variation in past population density, the results presented here do suggest that the south eastern half of England must have seen relatively greater densities of settled (i.e. archaeologically visible) peoples throughout the Iron Age to early medieval periods. It is unfortunate that the coarseness of dating evidence for the majority of our data does not allow modelling at finer temporal resolutions, as it seems inevitable that the patterns presented must also have varied within each time period, whether due to changing economic circumstances, migration or plague (among other factors). Nevertheless, we would hope that these relatively simple models will help provide background context for more detailed work on the past demography of Roman Britain in the future, especially in comparison to earlier and later periods.

4.3 Subsistence Economy and Landscape Change

These regionally and chronologically varied patterns of settlement across Roman England had similarly varied impacts on the landscape, especially through agricultural exploitation. The EngLaId project was broadly interested in the relationship between society and environment through all periods, investigating how human
development resulted in environmental change and, conversely, how environmental
dynamism caused societal change, and agricultural exploitation of the English land-
scape formed a central area of investigation. England, especially the southeast, had
been at least partially cleared since the Neolithic period and farmed in a settled way
since at least the middle Bronze Age, and thus significant portions of the territory
were already ancient farmland by the time of the Roman invasion (Fyfe et al. 2013;
Edwards et al. 2015). The Roman period saw similar spatial patterns of exploitation
in the southeast, and they increased the amount of land under cultivation in wetlands
(Rippon 2007; Van de Noort 2011) as well as in the north and west (more on this
expansion below). Some regions show remarkable continuity into the early mediev-
alph period, especially in the southeast (Rippon et al. 2015), as farmers in this period
continued to exploit Roman-era field systems.

The agricultural exploitation of the English landscape through time left notice-
able markers in environmental archives, including pollen (Dark 2006; Fyfe et al.
2013; Edwards et al. 2015) and fluvial sequences (Brown 1997; Macklin et al.
2014). Both of these datasets suggest significant environmental change through
time, often corresponding to shifts in human activity, such as new technologies (e.g.
the introduction of the ard plough c. 1500 BCE) or new settlement patterns (e.g. the
establishment of a permanent garrison along the Hadrian’s Wall corridor c. 122 CE).
The Roman period left its mark in these environmental records in different ways,
but fluvial sequences show a repeated pattern of rivers entering into periods of
hydrological crises during the later first and second centuries CE. These crisis peri-
ods are marked by an increase in floods and alluviation and, in some cases, by an
accompanying rise in groundwater level. While climatic change could have played
some role in these hydrological processes (see Franconi 2017a for an overview of
this relationship), the chronology of fluvial change in Britain seems to predate the
onset of significantly different patterns in temperature or precipitation fluctuation,
indicating a different, anthropogenic driver.

While the Roman Empire did not necessarily introduce new agricultural methods
to Britain (both arable agriculture and animal husbandry already had a long history
by 43 CE), it certainly introduced a new scale of exploitation, visible in the increased
extent of field systems and rural settlement (Smith et al. 2016; Allen et al. 2017).
The necessity for farmers to produce income to pay taxes to the Roman State, either
through cash or products in kind, helped drive an agricultural revolution that saw an
increase in both the amount of land under cultivation and the intensity with which
this land was worked. The fiscal necessity was augmented by substantial growth in
both urban and military populations throughout the new province, increasing the
need for farmers to produce a surplus that could be sold on to non-agricultural popu-
lations. Thus, while significant amounts of the English landscape were already
given over to agriculture at the end of the Iron Age, the Romans dramatically
increased the demands on the landscape. This legacy is perhaps most archaeologi-
ically visible in the creation of villa landscapes.

This increased demand on agricultural land came with an environmental price. By
clearing more land for agriculture (as well as for timber for construction and
fuel), and by continuing to plough existing fields year after year, the Roman
agricultural economy increased surface erosion of soils across the country. As soils were exposed and loosened by Roman farming, they were washed away by rainfall, travelling via surface flow into river systems where the sediment was then carried downstream to floodplains where it was subsequently re-deposited as alluvium during floods. It is this alluvium that we find preserved on archaeological sites today, and its frequency of appearance during the middle- and late-Roman periods on riverside sites certainly suggests an increasingly changed hydrological system.

Sites with these sorts of environmental archives are relatively well known in Britain, especially within the Thames River basin (Robinson and Lambrick 1984; Robinson 1992; Booth et al. 2007; Lambrick et al. 2009; Powell et al. 2010). These site-based chronologies give solid evidence of hydrological change, but their anecdotal nature requires a model-based approach to extrapolate their societal context to larger scales.

Fig. 4.2 Erosion susceptibility in England
The EngLaId project thus created a model of soil erosion susceptibility for England, based on a variety of pedological, climatic and topographic qualities, such as soil erodibility, slope angle and length, rainfall erosivity and wind erosivity that were compiled by the European Soil Data Centre and made available online (https://esdac.jrc.ec.europa.eu/). These raster data were combined using GIS and normalized, resulting in a range of values from 0 to 1, and then subjected to kriging to interpolate between the known values (O’Sullivan and Unwin 2010, 293–311). The resulting model of erosion susceptibility (Fig. 4.2) shows significant regional variation, with the Thames Basin actually showing relatively low susceptibility while regions like the Pennines and the Lake District Fells in the northwest, the Yorkshire Dales and Cheviots in the northeast, and Dartmoor, Exmoor and Cornwall in the southwest show much higher levels of erosion susceptibility.

Fig. 4.3 Erosion susceptibility of (a) field systems by period at national level and (b) all records in the Thames Basin
Using this model, we were able to extract the erosive values of field systems throughout all EngLaId periods and gauge the relative impact of Bronze Age, Iron Age, Roman and early medieval agriculture on erosive activity nationwide. The resulting boxplots (Fig. 4.3a) by period did not show a significantly varied temporal pattern in the overall range of soil erodibility, and this can be explained by the relative homogeneity of a low erosive susceptibility across most flat, low-lying agricultural land in the south and east of the country: the exception to this is the Bronze Age, where upland field systems do show greater levels of potential soil erosion. We recognized, however, that this nationwide pattern obscured significant local variation, and so a second step of analysis was performed at the scale of river catchment basins.

The Thames Basin was chosen as a detailed case study, in part to look at the systemic patterns that helped create the archaeologically visible pattern of hydrological change discussed above. Within the Thames Basin (Fig. 4.3b) and looking only at HER records to avoid issues regarding overlapping datasets, we see a decrease in activity on more erosive land from the Bronze Age to the Iron Age, followed by an increase again in the Roman period, albeit with the majority of activity in less erosive areas according to the model. This change can be explained through an increase in Roman activity on slopes, especially the Berkshire Downs, Chilterns and North Downs, each part of the chalk ridgeways that crosses the basin on a southwest-northeast orientation. The higher susceptibility of erosion on these slopes meant that more sediment entered the Thames Basin during this time, leading to the increased deposition of alluvium on the floodplains of the river in the second and third centuries. Medieval activity closely followed this same spatial pattern, but we do not see similar peaks in hydrological crisis periods at this time. We can perhaps attribute this return to environmental normalcy to the removal of state impetus to produce a massive surplus, which ended with the removal of Roman fiscal control in the early fifth century CE (Rippon et al. 2015, 337–338), lessening the intensity with which the landscapes of the Thames Basin were worked.

We can see, therefore, that the Roman period in England had a relatively brief, but nonetheless substantial, impact on the environment of the province of Britannia. This pattern of increased strain on the landscape is seen elsewhere in the Roman Empire (Franconi 2017a, b), but has yet to be explored at the system level made possible by the extensive archaeological data compiled by the EngLAlld project. The resulting national and regional models discussed here are, then, a step towards understanding the ways in which the Roman Empire exercised a significant influence over its environment.

### 4.4 Transportation

The increasingly developed and connected landscape of Roman England required a commensurate level of infrastructural development that could link rural settlement, towns, cities and military sites together into a system of easy communication and
exchange. The rapid development of this system in the first century CE has been referred to as Britain’s ‘first information revolution’ (Haynes 2000, 112–113) that mainly centred on the creation of the provincial road network (Margary 1973) but also important river and sea hubs that helped link Britannia to the rest of the Empire (Blair 2007; Morris 2010).

The EngLaId team was interested in the long-term development of connections both within England and without, as we wished to know how movement, transportation and communication changed through time. It was clear, however, that the Roman period saw such a dramatic increase in route ways and connective hubs that the earlier periods were dwarfed in comparison. The differences in scale between the Bronze and Iron ages and the Roman and early Medieval periods were so striking that it became clear that in order to understand the relative contributions of each period, a different approach was needed rather than just counting roads or something similar.

As with demography, the EngLaId team built a series of proxy models for potential transportation cost rather than attempting to model movement in a more formalized manner. As with population, density of archaeological data was used as a proxy for how connected people living in different regions of England were in the past, on the assumption that greater connectivity implies greater access to goods and to economic enrichment, and that travel costs ought to be lower in areas of dense, well-connected settlement. In these models, the density measures were converted into cost allocation surfaces and used to produce a series of cost surfaces (see Herzog 2014 for detailed discussion of cost modelling) from a large number of points. These were then summed together to build a combined model of cumulative cost across the country, and normalized (to remove edge effects) by dividing by a similar cumulative cost model constructed using a cost allocation surface of constant cost: if this were not done then the only visible pattern would be a radiating zone of increasing cost out from the low cost centre of England. Again, the models were normalized for cross comparison using z-scores (see above).

It is very clear that the model of travel cost for the Roman period (Fig. 4.4a) shows notably lower costs in the areas of higher complexity seen in the demographic proxy model for the same period (Fig. 4.1a). As the two models are derived from the same dataset and the transport model based upon an assumption of ‘more people equals lower cost’, clearly this should be expected. The appearance of clear road lines within the travel model is a pleasing result, alongside routes that appear to travel along river valleys in some regions. As Roman roads were part of the dataset used to create the model, again this is somewhat expected. When compared against the preceding Iron Age (Fig. 4.4c) and succeeding early medieval periods (Fig. 4.4d), however, the continuing appearance of some of the road lines (particularly in the later period) is of particular note as the Roman roads were not themselves built into these datasets (due to being dated to the Roman period). Of particular importance appears to be the communication corridor that runs north through the eastern central part of England, as this appears as a clear route of low cost in all three models. This is approximately equivalent to the modern A1 road,
which, as its numeric designation suggests, is one of the most important non-
motorway arterial transport routes in modern day England.

A somewhat more conventional transportation cost model was also constructed
for England using the same cumulative cost surface method (Fig. 4.4b). This was
based upon terrain ruggedness (double-weighted to give it prime importance), a
model of terrain wetness (based upon flow accumulation, modern wet and season-
ally wet soils and modern precipitation) and a model of visual prominence of the
landscape (on the assumption that travel through visually prominent locations
would be desirable for people travelling on non-nefarious business). This combined
transport cost model shows a very clear divide between the rugged and wet western
half of England (where most rainfall falls due to the elevated ground causing weather
systems travelling inland from the Atlantic to deposit their moisture as precipita-
tion) showing much higher relative travel costs that the drier and less rugged (albeit

Fig. 4.4 Model of relative transportation cost (proxy) for the (a) Roman, (c) Iron Age, (d) early
medieval periods, and (b) based on terrain character
less visually open due to lack of elevated areas) landscape of the eastern half of England. Of particular note is the broad concordance of this model with the models presented above using purely archaeological data. This is again particularly notable for the communication corridor running north through eastern central England, but also for the area represented approximately by the modern counties of Northamptonshire and Cambridgeshire. The way in which these models derived from different datasets all generally support one another suggests that these may form relatively strong proxies for the degree of transport connectivity present in Roman period England.

As with the demographic models, these transportation models are also clearly rather rough proxies for how movement of people and goods might have taken place in the past, and finer chronological resolution would also undoubtedly pick out further subtle change over time. However, it is apparent that again the southeastern half of England was more interconnected and communicative than the other half of the country throughout time, with major routeways clearly having their origins in the pre-Roman period and clearly surviving in part into the early medieval period (indeed, as many so-called Roman roads still survive in the transport network today). As with the demographic models, we would also hope that these transportation models provide context and inspiration for further study of transport and communication (and trade) in Roman Britain.

4.5 Conclusions

The EngLaId project was not designed with a specifically Roman-centred research agenda, but it was clear that no matter what question was asked of the longue durée of English history, the Roman period had a significant contribution to its archaeological appearance. The case studies of demography, the environmental impact of agriculture and the transportation infrastructure were three of the main foci of the project’s investigation of Roman England, though there were others in resource management, ritual activity, systems of enclosure, literacy and material consumption that cannot be discussed in the space available here. The examples of demography, agriculture and transportation show that the Roman period was a substantially different beast in the long-term history of the English landscape. The years between the conquest of 43 CE and the provincial abandonment of 410/411 CE left a remarkable and lasting imprint on England that was both distinct from what came before and prescriptive of what would come later. Future scholarly narratives of change and continuity in Britain must be written with an awareness of the scale of these changes that are visible at the macro level.

These case studies also help demonstrate the incredible value of being able to interrogate national datasets of Roman archaeology. While other countries in Europe may have similarly strong datasets (see Bradley et al. 2015 for an overview of the prehistoric data on both sides of the English Channel or Demján and Dreslerová 2016 on Bohemia), few have been able to be brought to bear on major questions in
Roman archaeology, and thus the EngLaId project offers a particular insight into the problems and possibilities that lay ahead in the creation of a more complete (national or international) dataset of Roman archaeology, and the types of questions that can or cannot be addressed at these scales. The future of the discipline lies in being able to marshal increasingly large and international datasets to address important historical issues, and we hope that the EngLaId project will help focus these research agendas as they develop.
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Chapter 5
A Different Vision of Ancient Settlement Dynamics: Creation and Application of a Model of Evolution of Roman Settlement of the Plateau Lorrain (France)

Antonin Nüsslein

Abstract Research concerning settlement dynamics is mainly based on data from archaeological field survey. This method of investigation provides researchers with a lot of information that can help to identify trends and to model the evolution of settlement structure at different scales. Nonetheless, field survey data is sometimes incomplete and only shows a snapshot of the settlements. This static information lacks a certain number of parameters (evolution of architectural, economic, social features, etc.) which are essential to perceive the inherent evolution of the settlements and therefore to visualize their own evolution within the dynamics of settlement trajectory networks. On the other hand, data from archaeological excavations enable us to detect those phenomena. This paper aims to propose a methodological approach to try to resolve this lack of parameters: the creation of an evolutionary model of the settlements from the information collected during excavations. Applied to the sites discovered by field survey, and combined with other analytical tools, the model allows for a better understanding of the diversification phenomena and the processes of spatial development of the settlement pattern. This method, which offers solutions to enhance the static information provided by survey data, was designed for the study of Roman settlement of the Plateau Lorrain (France), but it can be applied to other periods and to other regions as well.
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5.1 Introduction

Archaeological field survey allows archaeologists to discover structures and artefacts of all kinds betraying the presence of settlement or other ancient human activity at the surface. It is then possible, after study, to gather information on the function, the spatial organization and the chronology of the archaeological sites investigated. If the survey is carried out in a systematic and spatially continuous way, archaeologists can visualize the number of settlements, their function, their size and their dating throughout a territory, in order to perceive the organization and the settlement dynamics of an area at a given moment or over the long term (see for a few examples of this type of studies in Roman Gaul: Favory et al. 1987–1988; Durand-Dastès et al. 1998; Trément 1999; Van der Leeuw et al. 2003; Gandini 2008).

Beside the fact that survey data quality is highly conditioned by post-depositional processes (erosion, overlap, soil acidity, etc.) or the uneven exposure of artefacts linked to tillage conditions that can alter their distribution on the surface and thus bias the perception of a settlement (see Alcock and Cherry 2004; Dabas et al. 2006), they can also present a major problem due to the nature of this method of investigation. The observation of structures and collection of surface artefacts does not always allow us to understand the internal history of the settlements, which could sometimes present several phases of evolution. This has implications for the visualization and the understanding of ancient settlements. As we shall see, part of the research questions then cannot be addressed and problems can arise in spatial analysis.

Therefore, this contribution proposes solutions to qualify and improve the study of settlement systems based on archaeological field survey data. To this end, information from archaeological excavations—which reveals the intrinsic history of settlements—was used. The investigation of the Roman settlement system of the Plateau Lorrain (France) provides keys to improve and evaluate analyses based on results from archaeological field survey.

5.2 The Temporal Dimension of Data from Archaeological Field Surveys

In order to understand the origin and the nature of the problem posed by these data, let us first consider the specific signal given by the results of archaeological field surveys.

---

1 A French version of this chapter was published in 2016 (Nüsslein 2016b). Some adjustments have been made following the suggestions of the reviewers of this chapter.
5.2.1 Results of Archaeological Field Surveys: A Linear Signal

While archaeological field survey offers many advantages, such as the possibility of exploring large areas and listing numerous deposits while gathering a large amount of data, this method presents a major problem. Prospecting only allows for the collection of the artefacts found on the ground. The building materials and objects stemming from different phases of the explored settlement are thus mixed. Stratigraphic information, provided only by excavations, which allows for the reconstruction of the evolution of a settlement, is absent. The remains collected during archaeological field survey give information on the building materials used, the artefacts present and the surface area, but they are compressed into a flattened assemblage detached from the chronological evolution, and thus from the different phases of the settlement.

In many cases, especially because of lack of artefacts, limited study of artefacts and/or poor preservation of sites, data from archaeological field surveys only offer three chronological elements: date of appearance, date of disappearance and duration of existence (Durand-Dastès et al. 1998). Therefore, this method of investigation will often only provide a summary and a fixed image of the settlement. Consequently, since these data do not give a true temporal dimension, the results of archaeological field survey produce a linear signal (Fig. 5.1). Without excavations or detailed artefact study from field survey, it is not possible to trace the different stages of the history of a settlement: creation, expansion, peak, various functions over time, architectural evolution, decline, abandonment, etc. From an ontological point of view, an excavated settlement and a prospected site could also be regarded as different entities referring to their own concepts (Favory et al. 2012). Grenon and Smith (2004) proposed to distinguish, on one hand, ‘Snap’ entities, which have a chronological depth and which exist at each time step, and ‘Span’ entities which constitute events and processes that require a temporal extent. These two entities are entwined: a Roman villa, for example, is a ‘Snap’ entity, but its evolutionary process, measurable by its increase in size or changes in architectural and decorative features, is a ‘Span’ entity. Similarly, a settlement that is known only from archaeological field survey and whose date of establishment and abandonment are known along with its main characteristics could be considered as a ‘Snap’ entity, but an excavated settlement, for which evolutionary mechanisms are known may be perceived as a ‘Span’ entity.

5.2.2 Consequences for the Study of Settlement Patterns

In some cases, the temporal information from survey data can be best exploited by extensive field analyses or advanced artefact studies (e.g. Trément 2000; Moreau et al. 2011; Tol 2012). Sometimes, even the temporal evolution of the surface of a settlement may be reconstructed. For example, on the site of Dachstein (Bruche
Valley, Alsace, France) it was possible, thanks to the study of ceramics, to determine the spatial and economic evolution of the settlement (Baudoux 2012). However, the realization of this type of study is often complicated, time-consuming and cannot be applied over large regions. So, there is information missing for many sites in most study regions. This has consequences for the study of settlement patterns in two respects.

First, as was already pointed out, at the level of the temporal dynamics of the settlement system, it is often impossible to retrace the history of a settlement and to relate its various characteristics to a specific phase of its existence in order to follow its architectural, economic and social evolution. Without knowing what is going on at the level of the settlements during their different phases of evolution, the understanding of the evolution of a number of settlements is not complete.

Secondly, at the level of spatiotemporal dynamics of a (regional) settlement system, it is necessary to characterize the sites present in the study area and to classify them in relation to each other, period by period, in order to analyse their organization and evolution. For this, the ideal is to have information on the characteristics of each phase for all settlements. The ideal situation is therefore to have data that form

---

**Fig. 5.1** The difference in information content between archaeological field survey and excavation. The same settlement was discovered in an archaeological field survey (A1) and in an excavation (B1). After analysis of the artefacts, this settlement did not show the same evolution configuration depending on the mode of investigation employed. The survey data revealed a linear development (A2) located at its ‘optimal’ level throughout its existence, while the excavation data showed a complex evolution of the settlement with phases of enlargement or decline (B2).
a three-dimensional cube, such as Berry’s ‘geographical information matrix’ (Berry 1964; Favory et al. 2012), where settlements, their attributes and time intersect. However, this ideal configuration can only be provided by excavation information or very advanced artefact studies. Without this, archaeologists are therefore often obliged to work on a ‘snap’ summary of the settlements’ characteristics.

To illustrate this point, let us take the example of a site discovered in archaeological field survey, occupied from the first to the fourth century CE. When creating the typology, a status (small farm, villa, etc.) is typically assigned according to its general characteristics. The settlement will thus be assigned the same status over the whole of its existence, whereas in reality it did not necessarily hold the same status from its creation to its abandonment. The typological classification carried out on settlements discovered in archaeological field survey here finds its limit (Gandini 2008). Subsequently, during spatiotemporal analysis, if the study is done on a fine timescale—for example—this phenomenon can cause errors in the modelling of settlement networks. For example, a site with a hierarchically high status will appear in the first century CE as an important pole compared to its neighbours, when in reality it may not have had this importance in the structure of the settlement network at that time. However, researchers have tried to address these problems:

- By formulating the hypothesis that the data collected on an settlement constitute a description of the ‘optimal’ state of the site (Durand-Dastès et al. 1998).
- By working quantitatively on the evolution of the number of settlements and their area over time (Durand-Dastès et al. 1998).
- By treating temporal data as descriptors in the formation of typologies (date of creation, duration of occupation, previous occupation, etc.) as much as the variables materials, surface area, artefacts, etc. This is to create interrelationships between the different characteristics of settlements and in particular to improve the characterization of occupation phases (Durand-Dastès et al. 1998; Favory et al. 2012).
- By analysing sets of settlements existing in the same periods in order to characterize each epoch (Durand-Dastès et al. 1998).
- By making comparisons and associations between the typological classes of settlements discovered in archaeological field surveys and the excavated settlements (Van der Leeuw et al. 2003).
- By modifying the character of the ‘duration of occupation’ descriptor when classifying settlements by period. Thus, it is not the duration of the whole occupation which is taken into account in the calculation, but the duration of existence of a settlement at the end of each century. However, this approach was not conclusive and did not allow the researchers to obtain the desired results (ARCHAEDYN 2013).

Although these studies managed to adapt, with varying degrees of success, to the limitations of survey data, important elements were still missing for a good understanding of the dynamics and spatiotemporal organization of settlement systems. To
reduce these problems and to refine analyses carried out on ancient settlement patterns, it is here proposed to make a wider use of the results of excavations.

5.3 Survey Data Versus Excavation: How to Improve the Understanding of the Ancient Settlement System of the Plateau Lorrain

In some studies dealing with the evolution of ancient societies based on field survey data, the settlement system dynamics can only be studied quantitatively. The nature of the archaeological data limits the visualization of temporal dynamics to displaying the evolution of the number of settlements and a series of quantitative observations (rate of increase, rate of decline, number of creations, abandonments, etc.).

From excavation data, a different approach can be proposed to analyse the characteristics of the settlements and, by extension, to study their temporal evolution. This is possible by studying the dynamics, not in a quantitative way, but in a qualitative way by looking at the internal settlement trajectory. This approach is used to achieve two objectives.

First, the aim is to study the internal dynamics of the settlements in order to weigh the quantitative evolution curves of the settlement system and to perceive the evolution of the hierarchical relations (in a large and functional sense) that the settlements maintain with each other over time (Nuninger and Favory 2011). The second objective is to create a model for the evolution of settlements. This model, established over several stages, allows us to provide solutions to problems induced by survey data and thus to improve our analysis of temporal and spatial dynamics.

5.3.1 The Roman Settlement System in Two Micro-Regions of the Plateau Lorrain

The proposed approaches were used in the study of the Roman settlement system of two micro-regions located on the Plateau Lorrain (Grand-Est region, France): Alsace Bossue (zone 1), and the sector located between the Seille river and the Nied river (zone 2). These two micro-regions are situated in a hilly landscape formed by a limestone substratum. These areas are very well known by archaeological field surveys. Indeed, the ancient occupation of these areas is widely recognized thanks to the many campaigns carried out since the 1980s (to mention only the main ones, see Laffite 1998; Thomann and Nüsslein 2000, 2001). As a result, several syntheses deal with the evolution of the settlement pattern in the Roman period in these micro-regions (Laffite 2004; Nüsslein 2016a; Nüsslein 2018). Nevertheless, the sites have not been the object of advanced artefact studies that would have made it possible to follow their chronological evolution in the details.
A typology of settlements at the time of their apogee was made according to various criteria and from statistical methods (for more details see Nüsslein 2016a; Nüsslein et al. in press). This classification is composed of six types of settlements. The agglomerations (small towns) are at the top of the hierarchy. They are very big settlements that host artisanal activities and have a long life span (class A). The very large villae correspond to the second level of the typology (class B). They are built in stone with mortar and display a very high level of wealth and comfort. The medium-sized villae (class C) are just below. They are smaller than the large villae but are richly ornamented. Small villae are even smaller and sometimes consist of buildings built of perishable materials (class D). Finally, farms and small farms are small settlements, formed by one to three buildings, which are not very rich and have a relatively short lifetime (classes E and F).

From this classification, based essentially on survey data, the dynamics of the settlement system in these sectors, which were almost similar, had been studied. During the first century CE, the first Roman settlements are gradually implanted on occupations from the La Tène period: they constituted the basis of the ancient settlement system. In addition to this phenomenon, new settlements were created. During the second century, the settlement network was completed by the small and medium-sized settlements which increase the number of sites. The settlement pattern extends. During the High Empire, poles of attraction structured the network of settlements by organizing and attracting sites on their periphery. Around these centres (road nodes and agglomerations), small local networks expanded. Large and medium-sized villae were at the head of these networks, around which the other smaller settlements were set up. Throughout the High Empire, the space was strongly polarized and hierarchized and the settlement system extended over all available space at the time of its peak. During Late Antiquity, the organization of the settlement network gradually changed: the number of sites decreases, the system refocused on the large settlements of the High Empire and lower status sites disappeared. At the end of the fourth century and at the beginning of the fifth century, the last traces of known Roman settlements disappeared.

### 5.3.2 Methodology

#### 5.3.2.1 Choice of Data: Conditions and Modalities

The first step is to select and compile the excavation data that we possess. This information can be unequal and it is necessary to only select reliable data: archaeological materials studied after excavation (to understand the evolution and phasing of the site), well-preserved settlements (to avoid any taphonomic bias) and size of site properly explored (in order to have the most complete information possible).

---

2 For references to the excavation reports used, see Nüsslein (2016a).
Although data for the sector between Seille and Nied (zone 2) was sufficient, few excavated settlements were known for the sector Alsace Bossue (zone 1).

In order to overcome this problem, we selected sites outside the micro-region. For example, settlements within a radius of less than 20 km around the study area were chosen. The choice to use external data can of course be debatable. However, the selected settlements were located near the study area, in a similar geographical (same landscape unit) and historical (the territory of the Mediomatrices tribe) context. The settlements selected, 22 in total, represent, at their peak, relatively equally, all the classes of settlements of our typology (Fig. 5.2).

5.3.2.2 From the Settlement Trajectory

Once the excavated sites are chosen, their trajectory is visualized and analysed. This provides information on the complexity of the evolution of settlement while placing these dynamics in a larger context. By extension, the goal is to lay the foundation

![Fig. 5.2 Matrix of the typological trajectories of settlements](image)
for a development analysis to perceive and understand how and why settlements evolve in one way or another. We want to understand how a site moves from one status to another and when. In this context, we relied on their morphological evolution and on their hierarchical trajectory, in other words on their evolution within the different classes of our typology over time. To carry out this study, it is first necessary to compare the criteria of each class of our typology with those of the phases of the excavated settlements. Thus, one of the categories of the typology is assigned to each period of the selected sites according to their characteristics. For example, if during its second phase of evolution, that began around the year 75 and ended around the year 125, a settlement displayed the characteristics of the class D profile, this status was attributed during this period. Note, however, that for its peak phase, a settlement has the status assigned to it during the creation of the typology since the characteristics of the site during this period were used for its ranking.

The results make it possible to create a matrix in which the typological trajectory of each settlement was placed on the same timescale (Fig. 5.2). The ‘story’ of each settlement is represented by a line whose length represents its lifetime, punctuated by events (development, decline, destruction, etc.) that marked the beginning and the end of the different internal states for which a typological class was assigned. Settlements were ordered according to their class at the time of their peak (the class assigned when creating the typology). We can observe that the development is reflected by an extension of the occupied area or by an enrichment illustrated by new elements of comfort and decor (hypocaust, bath, painted plaster, etc.). On the other hand, a decline is characterized by a smaller occupied area and/or an impoverishment. Finally, the peak phase corresponds to the moment where the site displays its largest size and highest degree of wealth, and its highest hierarchical status.

5.3.2.3 ... to the Creation of a Model of Evolution

As we have seen, the traditional typological approach reduces the reality of settlements discovered in archaeological field surveys to a single function throughout their existence. The matrix shows that in each of their phases, sites have a different status. Moreover, within each class, virtually all settlements follow the same typological trajectory. It is then possible to create a hierarchical evolution model for each class of our typology. Thus, in order to break this fixed vision of the prospected sites and to improve our vision of the temporal and spatial evolution of the settlement system, an evolution model that allows to follow the typological evolution of each type of site was created and applied to the sites discovered in pedestrian surveys.

To establish the model, we chose a 100-year time step, despite the good chronological resolution of the excavation data (Fig. 5.3). This is for reasons of convenience related to its development and its application to field surveyed settlements that are often poorly dated. Thus, from the information contained in the evolution matrix (Fig. 5.2), we assigned for each century a class to each of the groups. The
attribution was made according to the similarity of the status of the settlements within the century in question. Some attributions are uncertain, particularly at the end of the period studied, because of the presence of too few sites.

Despite this pitfall, it was possible to progressively build a model that corresponds to a functional evolution reference system for almost all types of settlements (Fig. 5.3). Thus, for each of the classes treated, the typological trajectory could be followed of the settlements classified in this group during the creation of the typology. For example, we can see that the settlements classified during the realization of the typology in class C corresponded to class E during the first century BCE, to settlements from Class D during the first century CE, to settlements of Class C throughout the second and third centuries and finally to class D settlements throughout the fourth and fifth centuries.

5.4  Results

5.4.1  Composition and Evolution of the Settlement System

Using the matrix, many observations on the temporal evolution rate and the typological settlement trajectory can be established (Fig. 5.2). Let’s quickly review the main ones. First, it was clear that all settlements followed, sometimes long, processes leading them, in a first instance, to their peak and, in a second instance, to their disappearance: indeed, except for class F settlements, no site had its highest status at the time of its creation and no sudden disappearance was observed directly after a peak phase. Settlements follow the same evolution curve, which is divided into three major periods, but the rate of change may be different depending on the site. The development phase at the beginning of the first millennium was sudden and took place in less than a century, while the period of decline and abandonment during Late Antiquity took over two centuries. Between these two periods, from 100 to 250 CE, the peak phase was shared by all settlements. Within these periods of evolution, a settlement could grow faster or more slowly than the whole system. Sites, similar in status at the beginning of the Roman period, thus took different development trajectories. For example, very large villae had the same status as
medium-sized *villae* at the beginning of the Roman period. Similarly, during Late Antiquity, some settlements were declining faster than others.

Meanwhile, other results were produced by comparing this matrix with the quantitative evolution of the settlement pattern from field survey data (sites dated to the

Fig. 5.4 Above: Relative evolution in the number of settlements, creation and discontinuations in the two micro-regions. Below: Relative evolution of the size of classes and evolution of Hill’s index
century) (Fig. 5.4). Thus, quantitative data was confronted with qualitative data. Two observations are in order. First, when looking at the chronology of the excavated settlements, there are slight offsets within the curves. They are obviously due to the difference in chronological resolution between these two types of information, but not only. For example, the excavated settlements almost all still exist in the fourth century, whereas the curve of the number of sites discovered during surveys drops at that time. This is probably due to the characteristics of the settlements dating from this century because few visible traces were discovered in the surveys (because of wooden constructions, fewer ceramics, etc.). It is, then, necessary to qualify this collapse of the number of settlements during the fourth century. Secondly, we can see that the quantitative dynamics of the number of settlements is similar to the qualitative evolution of the settlements in term of development, stability and decline by comparing what is happening within the sites themselves and with the profile of the curves made from the results of surveys. When the settlement network becomes denser in the first and second centuries, the excavated sites are developing: they are getting bigger and better equipped, for some even with elements of comfort (hypocaust, bath, etc.). At the peak and at the end of the wave of creation, the excavated settlements stabilize. During the third century, when the curves are reversed, the settlements progressively collapse: their area decreases and they become, over time, mostly small sites.

Following this first analysis step, the model is then applied to the field surveyed settlements. Thus, if the sites discovered during field surveys display their ‘optimal’ state (peak) and if these settlements follow the same trajectory as the excavated sites, we can reconstruct, with all due prudence, their typological evolution. A settlement classified in group B during the creation of the typology is therefore given the status E during the first century BCE, D in the first century CE, B in second and third century CE and finally C in fourth century CE. Once the model is applied to all settlements discovered during field surveys, the static vision is modified: it is now changing. This allows us to visualize settlement pattern dynamics in a different way.

In order to demonstrate this, we compared the evolution of the composition of the settlement pattern with and without the application of the model (Fig. 5.4). On the left of the figure, without the use of the model, the composition of the settlement pattern is often the same over the centuries. This approach does not allow us to understand its dynamics since we do not understand the actual evolution. On the right, with the use of the model, appears a complete different image. In particular, we can note that the settlement shows another aspect in the two centuries that mark the beginning and the end of the studied period. In order to better understand the changes, we decided to measure and quantify the diversity of the settlements.

To this end, we applied an index used in ecology and which, to our knowledge, has never been used in archaeology: Hill’s index. It is usually applied to measure the variety of species observed in an environment (Hill 1973). It is calculated from the Shannon index and the Simpson index, which make it possible to analyse the specific diversity of an environment by integrating the changes in the numbers of the rarest species, for the first one, and the most abundant for the latter. By combining
these two indices, the Hill index, applied to our field of study, thus provides a synthetic value revealing the diversity of a stand by taking into account both the number of categories of settlements and the distribution of individuals within the classes. The Hill index is expressed as: \( (1/\lambda)/e^{H'} \), where \( 1/\lambda \) corresponds to the inverse of the Simpson index and \( e^{H'} \) to the exponential of the Shannon index. The closer the result of the calculation is to 0, the higher the diversity, and the closer it gets to 1, the more homogeneous is the settlement system. With the application of the model and the use of Hill’s index, we can see that in the first century BCE, the settlement in the two micro-regions was little developed and only small farms existed. In the first century CE, with the development of farms, the first small villae appear and settlement begins to diversify as shown by the evolution of Hill’s index. In the second and third centuries, the settlement system is more diversified. We can even see a society with a pyramidal structure. In the fourth century, because of the abandonment of many settlements and the loss of the status of certain sites (e.g. large villae become small settlements), the settlement system becomes more homogeneous again.

From this analysis, we can thus see that the transition between the La Tène period and the Roman period generated a strong diversification of the settlement system in which certain sites become very important. At the end of the Roman period, with the decline of sites, the settlement system became more homogeneous. As can be seen, the application of the model, in addition to Hill’s index, therefore makes it possible to better visualize phenomena of diversification or homogenization of the regional settlement structure.

5.4.2 Structuring and Spatial Evolution of the Settlement Pattern

In parallel, the model also allows to understand the spatial dynamics in another way. For the evolution of the settlement systems of zones 1 and 2, it is clear that in the first century CE, the settlement is morphologically different with the application of the model: the areas seem less layered, and the poles of the networks (the principal sites) do not yet seem to have this status. The area is thus relatively homogeneous. In the second and third centuries, the settlement pattern is more layered with the presence of several small local networks represented by villae and small farms. In the fourth century, new scenarios can be drawn. With the application of the model, the main settlements of the previous phase no longer have the same hierarchical importance and the shape of the networks changes radically. The areas now seem less structured.

Thanks to the model, we can see that the main sites do not have the same role throughout the Roman period and their effect on the area may thus vary significantly. For example, a class C villa is at the head of a small network only in the second and third centuries. In reality, we see that the spatial configuration, just like
the internal trajectory of the sites, follows a bell-shaped evolution. It becomes layer-
ered and progressively more complex at the beginning of the Roman period and then becomes more homogeneous and less structured again during Late Antiquity.

Thus, with the application of this model, spatial analysis and the perception of settlement networks are no longer based on fixed data—settlements without phasing—but on dynamic information, settlements with (hypothetical) phases. They can thus provide results that are a little closer to the evolutionary reality of the settlement pattern. In this way, this approach makes it possible to reduce to a certain extent the uncertainties related to prospecting data and, above all, to propose improvements in the modelling of spatial dynamics.

5.5 Conclusion

Using field survey data for the study of regional settlement dynamics can have limi-
tations because of the difficulty of precisely dating the evolutionary phases of sites. However, when excavation data are available in a study region, solutions can be considered to break down the static information provided by surface surveys into more dynamic chronological attributions of site development.

The study of the hierarchical trajectory of the sites and the comparison between the quantitative curves and the qualitative information resulting from excavations allow us to improve the understanding of the evolution of the settlement. In addition, the construction of an evolution model makes it possible to attribute hypotheti-
cal trajectories to the settlements discovered in surveys: this helps us to refine our perception of the temporal and spatial dynamics of the settlement system. In addition, Hill’s index is a useful tool that allows us to follow the processes of homogeni-
ization or heterogeneity of the settlement pattern and thus to show the changes from a different angle.

From a methodological point of view, it is also important to note that the different analyses presented here show that, starting from a typology established on the basis of archaeological field surveys data, it is possible, with the addition of excavation data, to create models of evolution and to generalize information. In the end, the field survey data constitute a solid documentation base for the creation and the use of complex tools. However, the established model has a low value in terms of its representativeness: the number of settlements that were used to develop it is not very large. It is therefore advisable to remain cautious in its use and not to take this model as a finished piece of work but as an exploratory tool—destined to be refined—representing the main features of the typological evolution of the settlements.

It is hoped that this paper has shown the importance of using excavated data, when available, in studies based mainly on information collected in field surveys. Excavation data can provide many elements for a better understanding of settlement systems. They should not only serve to illustrate the results of the analyses, but especially be used in connection with field survey data.
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Part II
Economy
Chapter 6
The Economic Archaeology of Roman Economic Performance

Willem M. Jongman

Abstract Recent years have witnessed a paradigm shift in the study of the Roman economy. Methodologically modern economic analysis is now far more acceptable than it once was, and archaeology has become the major source of empirical data for many questions. On the substantive side there is now a far clearer appreciation of the major changes that the Roman economy underwent, with substantial growth of population and aggregate production and even some improvements in standard of living, but followed by equally dramatic decline. This economic success was not limited to the imperial core, but also extended to the provinces.

Keywords Economic analysis · Roman Empire · Demography · Living standards

6.1 Introduction

‘What did the Romans ever do for us’? Few have nailed the fundamental question of Roman provincial history and archaeology with greater precision than the Monty Python team in their ‘Life of Brian’. To put it more academically, the question of Roman economic performance should indeed be the core of research on the Roman economy: how well did the Roman economy succeed in providing scarce goods and services to its population, and how does that performance compare with earlier and later periods of preindustrial economic history, or in other regions of the world, such as beyond the frontiers of the Empire, or with a faraway Empire such as China?

For decades, however, this fundamental question has been ignored by ancient historians and to a lesser extent by archaeologists. Until the mid-1960s the dominant paradigms in ancient history had been that of the philological tradition that isolated the study of Greco-Roman society from the dominant narratives and methodological advances in other periods. Ancient history was a backwater taken less and less seriously by more modern historians, or by society at large, and quite rightly so.
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This started to change in the 1960s, and that change owed much to the towering eminence of the late Sir Moses Finley. Educated in America, and principally as a social scientist, he began to ask fundamental questions about the nature of ancient society, about antiquity’s place in world history, and about our methodologies (Finley 1985). Introduced to his work by my teachers, for me as a young student it was a breath of fresh air and at the first opportunity I moved to Cambridge to work with him.

Yet, for all its uniquely innovative qualities his work was also a very particular take on comparative social history, steeped as he was in a very personal mix of neo-Marxist thought, substantivist economic anthropology, and later also Weberian sociology. As a result, Classical Antiquity was reduced to a relatively primitive forerunner of the Medieval and Early Modern economy, without integrated markets, with only small-scale trade and manufacturing, and with a low standard of living for the mass of the population (Jongman 1988). His explanation was a cultural one: the Greco-Roman elite disdained involvement in trade and manufacturing, and hence these potentially innovative sectors of the economy remained small and underdeveloped. The wealth that no one could deny that there was, given the splendour of elite residences in, for example, Pompeii, or the impressive public buildings of many Roman towns, was ultimately the product of rent extraction by the elite and of provincial exploitation. So altogether the picture of the Roman economy was a quite pessimistic one, unless you were rich. Standard of living of the mass of the population was and remained barely above minimum subsistence, there was little or no economic growth, and for many provinces inclusion into the Empire meant plunder and hardship. In contrast, and in a kind of post-colonial discourse, pre-Roman society was often viewed as successful. The resulting picture was necessarily a static one, and also implies that Late Antique decline was vastly exaggerated by earlier scholars. With Peter Brown, the world of Late Antiquity was one of transformation rather than decline (Brown 1971).

Methodologically, in Finley’s view, and in line with his earlier mentor Karl Polanyi, the alleged absence of economic growth and innovation and of a market economy implied that modern economic analysis was useless as a tool: Antiquity was different. The gap between this and what other innovative social science historians were doing at the time was enormous, and as a result ancient history remained intellectually separate from mainstream historiography— it still remained what Finley himself once critically called ‘a funny kind of history’.

Recent years have seen a major paradigm shift, however. That shift has happened along two lines. The first was theoretical and methodological. The aversion to modern economic theory had created an unholy alliance between modern substantivist social science historians, traditional philologists who abhorred having to learn the mathematics of economics, and fashionable neo-Marxist demands for an alternative economic theory. I guess my book on the economy and society of Pompeii was the first explicit critique of all this, and the first example by a professional ancient historian of how one might apply the logic of the dismal science of economics (Jongman 1988). I tried to show that using modern economics does not immediately make Antiquity into the mirror of the modern world. In fact, I used it to unravel the logic
of Roman economic stagnation and underdeveloped such as I perceived it at the
time. The book was widely reviewed, but the shift in the theoretical paradigm was
hardly noticed, even if not criticized either. However, all this did change in more
recent years. The turning point was the work for the Cambridge economic history
of the Greco-Roman world, and its publication in 2007 (Scheidel et al. 2007). It
reflected the two lines of the paradigm shift: the use of economics, even if of the
neo-institutionalist kind, and the second more substantive of the introduction of
archaeological data into the debate on a scale not seen before (best examples in
Greene 1986 and Brun 2012). And indeed, the inclusion of the vastly increased
corpus of archaeological data has critically changed the content of recent debate,
from one that was mostly concerned with the paucity of data, to one that needs to
harness an unheard-of quantity of data in a systematic way.¹ Not surprisingly, there-
fore, aggregate statistical analysis has become a highly productive tool, changing
both ancient historians’ apprehension about statistics, and challenging archaeolo-
gists’ post-processual dislike for generalization, and their insistence on the unique
and individual. In short, I think we, ancient historians and archaeologists, have
finally become grown-up numbers of the historical discipline.

6.2 How Can We Understand the Roman Economy?

6.2.1 Estimating Population Numbers and Demographic
Trends

So how can we understand the Roman economy? What are the most important vari-
ables that an economist wants to know about an economy, how can we know about
them, and what have we learned about them and what not (yet)? The most important
variable in human history is that of population numbers. How many people were
there, and how does that relate to resources and to aggregate output in particular?
Remember: per capita income, the most common measure of personal prosperity,
equals total production/consumption divided by the number of people. The long-
term trend in human population history has been decidedly upwards, and increas-
ingly so. Data are highly speculative, but what all estimates have in common is that
for a long time the planet was pretty empty. The most commonly quoted estimates
are from McEvedy and Jones (1978), who estimated that at the beginning of the
Neolithic world population was only four million. This slowly began to increase in
the Bronze Age, and from then on at an increasingly rapid rate as well, particularly
since the Industrial Revolution. Their estimate for world population at the beginning
of the first millennium is 170 million, and this is a very low estimate. It implies that
roughly a third of world population lived in the Roman Empire, another third, or a
bit less, in Han China, and yet another third in the rest of the world. For the Roman

¹The Oxford Roman Economy Project is the best example of this trend.
Empire, this is based on the relatively low estimates by Beloch, about a century ago (see Scheidel 2007 for an overview). These, however, are increasingly criticized, with alternative estimates up to about 90–100 million for the Roman Empire. In the end, these estimates are little more than wild guesses, without much in the way of hard empirical data. Also, they tend to be quite static, pretending to be valid for long periods of time.

Recent archaeological research has begun to address both problems, using field survey data. The method is to assign hypothetical population numbers to particular site types, and multiply these by the number of sites of that type. For long-term population history Andreas Zimmermann and his team have produced an impressively robust population reconstruction from the early Neolithic to the Early Modern period for the Rhineland, using unique data from the lignite mining region (Zimmermann et al. 2009). Apart from the rapid rise in the modern period, what really stands out is the dramatic peak in the Roman period, with populations some eight times higher than in the pre-Roman Iron Age, and some 13 times higher than in the subsequent Merovingian period. What these Rhineland data lack is sufficient chronological resolution (but more precision is easily possible). What they have in their favour is the exceptionally long timeframe. And it is precisely this long timeframe that shows that the Roman period is indeed extraordinary, even in relatively remote provincial areas: for northern Gaul (north eastern France, Luxembourg and Western Germany) Xavier Deru (2017) has recently demonstrated a similar trend of rapidly rising site numbers followed by a steep Late Antique decline for a multitude of regions, this time with much greater chronological resolution and smartly using index numbers rather than absolute numbers for the site numbers to make them comparable. The weakness is of course that these are site numbers and not people.

To move from site numbers to numbers of people, Lisa Fentress (2009) has pioneered assigning putative numbers of inhabitants to the different site categories, and then multiply these for the number of sites in that category. Since then, archaeologists from the University of Groningen team have applied the same methodology for the Nettuno data of their survey in the Pontine region (De Haas et al. 2011; Fig. 6.1).

The absolute numbers are of course guesses that depend on many unknowns, but it is important to note that the trends in relative change over time are far more secure. And the trend that we see is pretty clear: a dramatic rise in population, particularly from the late fourth and early third century BCE onwards. This growth probably reached its peak in the late second century CE, to then move in pretty dramatic reverse: decline and fall were steep. The second thing that can be seen in this graph is that population trends in these two regions roughly moved in sync, and resemble the trends in site numbers for northern Gaul. A few years ago, Alessandro Launaro already observed the same for many of the Italian surveys, even if not using these more sophisticated methods (Launaro 2011). I am quite sure that many, though probably not all parts of the Empire, will show similar trends of considerable population growth, followed by equally dramatic decline, even if that decline may well be later in, for example, the Roman East.
Conceptually this is a wake-up call to abandon the tradition to avoid generalization, only looking for local differences in what I like to call the ‘my-valley-is-different-syndrome’. Of course, regional differences matter, but primarily in relation to a general trend. If we do not identify that larger trend, we cannot even identify what is locally specific.

Therefore, three survey teams working around Rome, the British School at Rome’s Tiber Valley Project, the Suburbium Project at La Sapienza, and the Groningen Pontine Region Project, have joined forces and have recently succeeded to integrate their datasets, mostly down to the level of individual sherds. Doing so was a big job, and many said it was impossible, but we are pleased that we have succeeded, and have solved many thorny issues of pottery and site classification, and chronology. The ambition of the consortium is to use our concepts and methods to extend this integrated dataset first to some other parts of Italy where conditions are likely to be quite similar to what we experienced thus far, and then to other parts of the Empire, where as yet unpredictable conditions will probably pose new challenges for which our methods may or may not provide solutions. The analytical ambition is of course to have good empirical data to reconstruct the big story of Roman population trends, rural social relations and material culture, if possible for the empire as a whole, but also regionally, to differentiate the local from the global.

This population boom and the subsequent decline that we see in so many surveys are perhaps the most important things one can say about the Roman economy, but their identification is really quite a recent thing. I think it represents the complete refutation of the old static paradigm of a preindustrial Roman economy without any change. And it is reflected in many other data, of course, such as pollen diagrams that show a receding forest and its return in Late Antiquity.

Fig. 6.1 Population estimates for Albenga and Nettuno. (Sources: Fentress 2009 and De Haas et al. 2011)
6.2.2 The Economic Effects of Population Increase

The next question is, of course, what such a population boom meant for the economy. As I said earlier, per capita income is the result of dividing aggregate production and consumption by the number of people. If aggregate production and consumption went up to the same degree as population, per capita income would obviously remain the same. But that is not necessarily the case. In the modern world, population growth is usually outstripped by the growth of production, and as a result in Western society per capita incomes have typically grown by about 2% per annum, roughly doubling standard of living every generation.

For many preindustrial economies, however, the story was often a more depressing one: population pressure resulted in a declining standard of living for the mass of the population.

The graph in Fig. 6.2 by Bob Allen gives what he calls the welfare ratio, i.e. the extent to which incomes of ordinary families exceeded bare subsistence (Allen et al. 2005; Allen 2009). There are a few important things to note. The first is that after the Black Death of the fourteenth century people were quite prosperous, but this declined under the population growth of subsequent centuries. The second observation is that the Netherlands and later also England were an exception to this grim scenario, and were already far more prosperous than other countries. And a final observation is that at least in Late Antiquity, by the time of Diocletian’s price edict, life does not seem to have been very cheerful (Allen 2009).

![Fig. 6.2 Preindustrial welfare ratios. (Reprinted with permission from Allen (2009, 342))](image)
Theoretically, it is not surprising that population growth depressed the standard of living. A preindustrial economy is essentially a system with two factors of production: land and labour. Of the two, land is in more or less inelastic supply, so population growth changes the land/labour ratio. Technically, this means a move along the production function. If nothing else happens, the economy will suffer from decreasing marginal labour productivity. In normal words: if you double the labour force on a given plot of land you will increase output, but you will not double it. Such lower marginal labour productivity inevitably implies lower labour incomes. So if nothing else happens, population pressure depresses the standard of living. The only escape is technological change of one kind or another, meaning that the movement along the production function is compensated by a shift of the production function. And that increased efficiency is why we have become so much more prosperous, and continue to do so. Such increased efficiency can originate in technology in the narrow sense of the word, such as using watermills, but also in the wider sense of using different crops, more division of labour and trade, better management or better institutions. The list is a long one. So, once we have established that the Roman Empire experienced a population boom, the first challenge is to reconstruct incomes and standard of living for the mass of the population. Did they deteriorate under population pressure, or not? What is the true answer to the Monty Python team’s question?

Unfortunately, the normal wage data to answer this question are few and far between. For the Roman Republican period we have the extensive set of slave prices from the Delphi manumission inscriptions (Jongman 2007a; Hopkins 2018). These show that slave prices went up significantly, suggesting that during the last two centuries BC real wages for free labour did as well. Roman slaves were expensive because free labour cost quite a bit more than the cost of subsistence. For the subsequent Imperial period we have a fair number of wages and prices from Roman Egypt, and these have recently been studied extensively by Kyle Harper (2016; Fig. 6.3).

![Fig. 6.3 Wages (in wheat) in Roman Egypt. (Source: Harper 2016)](image-url)
Clearly, the Antonine plague marks a turning point, not only in the amount of written documentation but also in wage levels (Jongman 2012). Population pressure had eased, and yet this did not improve labour productivity and standard of living, on the contrary. Therefore, and unlike Harper, who included one linear regression for the entire date range, my version of the graph includes separate regression lines for the period before and after the Antonine Plague. The last set of wage data is from Diocletian’s price edict of 301 CE. As we have seen from Bob Allen’s analysis, by that time, standard of living was barely above subsistence (Allen 2009). To summarize these pretty meagre wage data, the standard of living seems to have moved with population rather than against it, and theoretically that is quite unusual for a preindustrial society.

However, these data are not very good. Fortunately, archaeology now offers far better data on material culture and lifestyle. If you cannot measure income, these archaeological datasets measure what is done with that income. A first example is a dataset on animal bones from archaeological sites, using bones as a proxy for trends in meat consumption (Jongman 2007b, 2014b; Fig. 6.4).

This graph represents animal bones from provincial sites, and as can be seen, not only is the number of assemblages enormous, but there is also a very clear trend. Other data on food consumption trends show a similar pattern, from wine and olive oil,
fruits and vegetables to fish salting installations (Bakels and Jacomet 2003; Wilson 2006; Van der Veen 2016). And the consumption boom was not restricted to food: housing quality also improved, with larger and more comfortable dwellings, with even some window glass. That trend is also visible in the quantities of wood for building from Western Germany (Holstein 1980).

What all these types of consumer expenditure have in common is that they are not bare bones subsistence goods: they are not the cheapest calories, but the icing on the cake. In economic language, they are high income elasticity goods, i.e. goods that are consumed more than what you would expect just from income growth. So if incomes grow by, for example, 10%, consumption of these goods increases by more than 10%. As such they represent the qualitative change in consumption patterns that comes with greater prosperity.

6.2.3 Why Did Roman Population Growth and Wealth Go Together?

So all in all, I want to claim that Roman population growth did not produce a deterioration of standard of living, on the contrary. Similarly, Roman population decline in Late Antiquity did not improve standard of living like it would do after the Black Death of the fourteenth century (Borsch 2005; Campbell 2016). Therefore, the pessimistic Malthusian model did not apply. Instead the period of population growth went hand-in-hand with greater labour productivity. This leaves us with the final question: how could this be? I think there are three possible answers, and they probably all apply.

The first is that of market integration and increased division of labour. The Roman Empire had created an enormous more or less integrated market, connected by cheap water transport, and enjoying more or less uniform and effective institutions, ranging from military security to a stable monetary system, good laws and pretty good government. The high urbanization rate was where all these processes came together (Hanson 2016).

Secondly, however, none of this would have been possible without growth in agricultural productivity. New crops managed attentively catered for a taste for better and more expensive food, but also produced much higher returns, as long as people were prosperous enough to afford them. The prime examples would be wine and olive oil. In the end, farmers can choose from a wide range of crops and a wide range of strategies. The prevailing carrying capacity modelling fatally ignores alternative and more intensive strategies. For example, in the Italian context, producing wine and oil could generate perhaps five times more calories per hectare, and 10–20 times more revenue, but it was labour-intensive, and presupposed a prosperous market for these far more expensive calories (Jongman 2016). They presuppose an escape from life at the bare subsistence. And that, of course, also made the system unstable. When things went wrong, they would go badly wrong.
The third possible explanation is that these few happy centuries also experienced favourable climatic conditions. Economically, that is of course the same as technological improvement: the same quantities of land and labour began to produce more. All this started to go wrong from the mid second century CE, with a deteriorating climate, bad harvests, followed by the first in a series of epidemics, which in turn was followed by urban decline, social disintegration, and political and military upheaval (Manning 2013; Harper 2017). In the West at least the Empire did not really recover, even if in the East it did, at least for a while, until another round of bad weather and epidemics and the Justinian Plague in particular put an end to much of the eastern Empire as well.

6.3 Conclusions

These tentative and provisional conclusions require a far larger and more detailed empirical basis, to validate the broad contours, to extricate regional and temporal differences and to provide potential explanations. So what do we need for that, and what can we do?

First, to create the right analytical framework, I think historians and archaeologists of the ancient economy should involve themselves with proper economic theory, just like historians of medieval or early modern Europe have done (Jongman 1988). There is no reason to be on a different planet. And they should do so in a comparative framework: where does Antiquity stand in comparison to the modern world, and perhaps more usefully, in comparison to other preindustrial societies?

Second, they should follow the example of those same Medieval and Early Modern historians and the paradigm shift of exhaustive empirical data collection exemplified by French Annales historiography and American New Economic History. The choice is not between on the one hand big histories based on generalizations from secondary literature and on the other hand deeply factual microhistories. Modern economic historians have shown that it is possible to write big history from large aggregate datasets (e.g. Fogel 2004; Broadberry et al. 2015). For the Roman world, the written documentation will never give us those datasets, but archaeology can. Over the last few decades archaeology has moved from a subject of few and isolated data to one where the biggest concern should be to develop methodologies and practices that explore the current abundance of data. The challenge is to develop methods and concepts to serialize those data (the mise en série of the Annales) and harness them as proxies for economic variables. A famous early example was Keith Hopkins’ use of Parker’s catalogue of Mediterranean shipwrecks as proxies for long distance shipping (Hopkins 2018). Since then, many other examples have followed (Jongman 2014a, b, 2018).

Third, it is time we (and Medieval and Early Modern historians as well) pay more attention to the rapid progress made in scientific archaeology (e.g. McConnell et al. 2018). Apart from progress in established fields of archaeological science such as archaeobotany and archaeozoology, biological standard of living (human body
length) or scientific dating methods, we now have more and more stable isotope analyses of skeletal material to the extent that for the first time statistically meaningful datasets are becoming available to reconstruct diet or patterns of migration. Dental plaque is revealing past infectious disease, and DNA studies show our genetic origins. Climate reconstructions are rapidly becoming more realistic and uncontroversial. There is no doubt that here we are at the threshold of completely new fields of historical knowledge, bringing us closer than ever to our ancestors and their quality of life.

Finally, we need more experimental archaeology to reconstruct the logic of many ancient practices. What were the opportunity costs of choosing one process over another, in terms of labour productivity, total output or risk? If and when agriculture is the dominant productive activity, this is something that has to be done within constraints and mechanisms from nature, and hence it should be relatively easy to model. What strategic alternatives did our ancestors have, and how successful were their choices? In short, I am convinced we are witnessing the end of traditional histories of the Roman economy, both substantially and methodologically.
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Chapter 7
Modelling Agricultural Strategies in the Dutch Roman Limes via Agent-Based Modelling (ROMFARMS)

Jamie Joyce

Abstract  This chapter presents an agent-based model developed to investigate the impact on land and labour costs of different agricultural strategies that could have been undertaken in the Early and Middle Roman periods (12 BCE to 270 CE) in the Lower Rhine delta. A short description of the sub-processes in ROMFARMS to simulate settlement population dynamics, arable farming, animal husbandry and wood acquisition is provided. The results show that settlements in the Dutch limes zone during the Roman period were mostly limited by the relatively small labour pool available. Whilst not prevented outright by the availability of labour, the results show that only a small proportion of the total quantity of grain demanded by military settlements, towns and vici can be supplied by local settlements. Two different possible scales of supply were envisaged with the results indicating that a macro-regional supply network was more feasible in which all settlements in the Lower Rhine delta were involved in the supply of consumer-only settlements. Whilst several methodological issues were noted, ROMFARMS is presented as an innovative tool for Dutch Roman archaeology with good potential for further development.

Keywords  Agent-based modelling · Agriculture · Roman archaeology · Dutch limes · Surplus production

7.1 Introduction

ROMFARMS is an agent-based model developed in NetLogo (v. 6.0.2; Wilensky 1999) to investigate different possible agricultural strategies undertaken during the Early and Middle Roman periods (12 BCE to 270 CE) in the Lower Rhine region. ROMFARMS produces results on the land and labour costs of agriculture under the conditions of different scenarios. These have been used to assess the relative limiting impact of these factors of production on agricultural productivity to better understand the impact of different agricultural behaviours and the feasibility of
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different strategies of subsistence-based and surplus arable farming and animal husbandry.

7.1.1 The Surplus Debate in Dutch Roman Archaeology

Whether rural agrarian settlements in the Dutch Roman *limes* zone were capable of supplying *castella*, *castra*, *vici* and towns that developed from the Early Roman period (12 BCE onwards) has been the subject of significant debate within Dutch archaeology. Initial assessments of the agricultural economy of the Lower Rhine delta before and during the Roman period cited literary sources, the limitations of the natural landscape and the local spectra of cereals cultivated locally as evidence against local supply of grain or animal products (Van Es 1981; Bloemers 1983; Willems 1986; Whittaker 2004). In contrast, archaeobotanical, zooarchaeological and other archaeological evidence points to the strong likelihood of at least partial supply by native agrarian settlements in the Lower Rhine region (see Kooistra et al. 2013, 5–7).

Recent research undertaken by Van Dinter et al. (2014) and De Kleijn et al. (2016, 2018) have used detailed landscape capacity models to develop further theories regarding the extent of possible supply by local agrarian settlements. Neither study excluded local supply of either grain or meat outright. Rather, they both calculated that the full quantity demanded by military settlements, towns and *vici* could not be fulfilled by local supply. Both landscape capacity approaches assume agricultural extensification as the mechanism undertaken for surplus production of grain and animal products. In contrast, previous studies have also posited arable intensification and different herd management strategies aimed to exploit cattle or sheep for different products (e.g. Groot 2008; see Sect. 7.2.3). This paper adds further results to the surplus production debate in Dutch Roman archaeology. It uses spatial dynamic modelling techniques to simulate the various processes of the agricultural economy as well as fundamental underlying processes such as settlement population dynamics.

7.2 Overview of Sub-models and Processes

7.2.1 Initialization

ROMFARMS is a discrete patch model comprising of cells each representing 1 hectare. Distances between cells are calculated from the centre of each cell. Both randomly generated and reconstructed landscapes are used in the simulation depending on the tested scenario. Each cell possesses a value for the variable *landscape-type* which determines whether a cell contains flood-basin, levee or neither.
Settlements are located on levee cells which are also used for arable land. Flood-basin is used for animal husbandry by settlements. These land-use assumptions are derived from Groot and Kooistra’s (2009) assessment of land use at Tiel-Passewaaij. In randomly generated landscapes, areas of flood-basin and levee are generated with the number of cells for each landscape element determined by the value for parameters \textit{area-levee} and \textit{area-floodbasin}. In reconstructed landscapes, the GIS extension is used to provide values to cells from 32 rasters which cover the majority of the inhabited Lower Rhine delta during the end of the pre-Roman Iron Age and Roman period. Whilst all cells are coloured in reconstructed landscapes according to the landscape element they contain, only raster values corresponding to levees or flood-basin update the value for \textit{landscape-type}. Levees or flood-basins remain the only landscape element used by settlements for arable farming or animal husbandry.

Settlements in ROMFARMS vary from small settlements comprising one household to larger settlements comprising two, three or five households. A household in ROMFARMS is considered one couple with any dependent children, elderly or unmarried adults. Within one step of the simulation, settlements undertake arable farming, animal husbandry and fuel acquisition. One step of the simulation represents one calendar year. Timber collection for construction wood is undertaken by the settlement’s inhabitants once per 20 years. The number of households each settlement comprises is the maximum number of households. During a simulation, the number of married couples with dependents in each settlement may drop below the maximum number of households but cannot exceed it (see Sect. 7.2.2). At the start of each simulation, settlements are inhabited by one adult male and female per household and four individuals between 0 and 15 per household, with ages of children generated randomly. Settlements are provided with herds of livestock at the beginning of each simulation. Settlements start each simulation with 1 herd of sheep, cattle or horse containing 30 adult animals. In addition, each settlement is provided with a catchment area containing all cells within a 10 km round trip from the settlement. A settlement’s catchment area contains all arable land and woodland on levees that a settlement has access to. Whether the arable land and woodland remains available for use depends on whether other agents have already made use of it.

ROMFARMS is described in more detail in Joyce (2019) and can be accessed from [http://modelingcommons.org/browse/one_model/5687#model_tabs_browse_info](http://modelingcommons.org/browse/one_model/5687#model_tabs_browse_info).

7.2.2 Population Dynamics

The agricultural production unit in ROMFARMS is the settlement. Each settlement is comprised of one or multiple households. A system dynamics model of settlement demography was combined with a further sub-model which simulated marriage, establishment of new settlements and migration. Mortality was determined by probability values for death per age of individual which are derived from Coal and Demeny’s Model West Level 3 Female life table (1966). Fertility rates were taken
from Coale and Trussell’s (1978) estimates. This sub-model simulates changes in settlement populations each step from which settlements derive their individual labour supply. Labour supply is divided into “weak” and “strong” forces (after Danielisová and Štekerová 2015). The latter can undertake all agricultural tasks; the former can only undertake fuel collection. Children under 10 years have no labour value. Unmarried or widowed individuals will remarry provided there is another individual of the opposite sex between 16 and 49. Marriages are patrilocal unless the number of households in the male spouse’ settlement has reached the maximum. If the female spouse’ settlement has also reached the maximum number of permitted households, a new settlement is established. If the maximum settlement density of the landscape has been reached, the settlement is established outside of the simulation and the new couple is removed.

In each step, the population of each settlement is calculated, and the total calories required by the inhabitants are estimated using demands from Gregg (1988) and FAO (2004). The quantity of fuel required is also calculated.

7.2.3 Arable Farming

A sub-model simulating arable farming was included in ROMFARMS. In this sub-model, settlements cultivate grain using different behaviours based on three agricultural strategies: subsistence-based, extensification and intensification. Under subsistence-based arable farming, settlements seek to cultivate only enough land to produce grain for their own consumption needs and sowing seed for the following year. Harvests fluctuate each year, with grain yields per hectare of cultivated land fluctuating ±20% around a mean 1000 kg/ha. In addition, settlements can cultivate a small surplus each year to serve as a buffer against exogenous forces such as disease, adverse weather, pests and socio-political factors. Settlements undertaking arable extensification seek to cultivate extra land provided there is sufficient labour, arable land and sowing seed to do so. Settlements undertaking arable intensification cultivate no more land than they would under subsistence-based farming. However, they will incorporate manure into arable land to boost grain yields and remove the need for fallowing each year. ROMFARMS does not simulate nutrient cycles in the soil but settlements undertaking either subsistence-based arable farming or arable extensification must leave land cultivated 1 year, fallow in subsequent years.

In each step, the land costs and labour expenditure for the various tasks associated with arable farming are calculated for each settlement. Arable tasks that require labour expenditure are sowing, ploughing, harvesting and manuring. The yield of grain is also calculated. Any grain not required by settlements for their own consumption or for sowing seed is considered surplus.

Arable extensification and intensification are the two strategies of surplus arable production simulated in ROMFARMS. The two strategies are distinguished by the land use and resource input (Ellis 1993, 206). The two strategies simulated in ROMFARMS follow the two proposed by De Hingh (2000, 43). Extensification
increases the area of land used, but the labour input per unit of land does not increase from subsistence-based farming. Intensification increases the labour input per unit of land but does not increase the overall area of land that is cultivated. Although the investment of labour and capital has defined the concept of agricultural intensification (Bieleman 2010), manure as a valuable commodity can be seen as a form of capital (Ellis 1993; De Hingh 2000).

7.2.4 Animal Husbandry

To simulate animal husbandry, a system dynamics model of herd population dynamics was included in ROMFARMS. This sub-model simulates the herd dynamics of three major livestock species: cattle, sheep and horse. Each year, livestock reproduce, die of natural causes and are slaughtered. Death due to natural causes of livestock is simulated using the method developed by Galic (2014). Slaughter rates are expressed as the probability of an individual animal dying. They were developed from an earlier study of animal husbandry for the “Finding the limits of the limes” project (Joyce and Verhagen 2016). Horse herds are simulated differently, as settlements in ROMFARMS exploit these animals to maximise the number of immature animals that can be removed as a surplus commodity. Horses are therefore not slaughtered but are removed from the herd.

Settlements can exploit sheep and cattle for different products resulting in different slaughter rates per age cohort of animals. Accordingly, settlements can exploit cattle for meat, milk or manure/ traction, and they can exploit sheep for meat, milk or wool. Exploitation strategies reflect behaviour of settlements to maximise the potential output of a particular product from a herd but simultaneously maintaining the viability of the herd and preventing its extinction.

In each step, the yields of potential products are estimated from cattle and sheep herds as is the potential number of immature horses that can be removed from the horse herd kept by a settlement as a surplus commodity. In addition, the area of land needed to pasture animals and the area of grassland needed to produce hay for winter fodder for 4 months are calculated. The labour expenditure required to produce this fodder is also estimated.

7.2.5 Wood Collection

The collection of fuel and timber from the local environment was probably a major task of the agricultural economy in the past. ROMFARMS simulates this task by combining a patch choice and central place foraging model (after Shaw 2008). Settlements collect wood from the landscape with the resource spread heterogeneously. Settlements will seek a patch containing wood that is the nearest patch containing more wood than the average per patch in that year. Settlements will stay
in a patch until either sufficient wood has been collected or the quantity of wood falls below the average per patch. In the case of the latter, settlements will look for a new patch to collect wood from. Once sufficient wood has been collected, or the maximum quantity of wood that can be collected by the foraging party has been reached or there is no more wood left in the landscape, collected wood is returned to the settlement. This approach avoided using the Principle of Least Effort as the sole behavioural rule for wood acquisition (see Shackleton and Prins 1992; Shaw 2008; see also Brouwer et al. 1997). Unless a patch is used as arable land, wood regenerates in the patch.

Settlements will collect wood for fuel multiple times in a year. The number of times is determined by the user-defined parameter collection-frequency. To minimise the number of foragers required per collection, the “strong” workforce (see Sect. 7.2.2) is used primarily with the “weak” workforce only used when the quantity of wood that can be collected by the “strong” workforce is less than the quantity required by all the settlement’s inhabitants.

In each step, the combined time required to travel by the foraging party from the settlement to each patch foraged from and back to the settlement is calculated. In addition, the time spent in each patch to process wood to be returned to the settlement is calculated. The combined time is the labour expenditure per settlement for wood acquisition.

### 7.2.6 Description of Experiments

Whilst ROMFARMS has been used to simulate a large number of scenarios, they cannot all be discussed here. The experiments included in this study concern surplus production in randomly generated and reconstructed landscapes. The values for user-defined parameters for these scenarios are provided in Appendix Table 7.4. Scenarios were simulated using NetLogo’s inbuilt BehaviourSpace function. This allowed for a model to be run multiple times, automatically recording outputs and iterating over different parameter values.

The experiments discussed in this chapter concern only surplus arable farming and animal husbandry. Firstly, surplus strategies of arable farming and different exploitation strategies of livestock were simulated in randomly generated landscapes to identify their key limiting factors and to identify cause and effect chains of agricultural decisions in optimum conditions. Subsequently, the same strategies were simulated in reconstructed landscapes of the 32 sub-regions to gauge the relative impact of the natural landscape as well as generate new results related to supply and demand of food in each sub-region.
7.3 Discussion

7.3.1 Arable Extensification and Intensification

7.3.1.1 Limiting Factors for Arable Intensification and Extensification

Experiments with subsistence-based arable farming identified a number of limiting factors that impact settlements’ abilities to undertake arable farming successfully. The availability of land, labour and sowing seed were identified as possible limiting factors. These same factors also have a limiting impact on the ability for settlements to undertake arable intensification and extensification. For the former, a further limiting factor was expected. Without access to manure, settlements would be unable to boost yields. The differences in the two strategies of surplus arable farming resulted in differences in the relative impact of the limiting factors.

Settlements undertaking extensification require larger quantities of sowing seed than required under subsistence-based arable farming or arable intensification. Without extra sowing seed, the area of land that can be cultivated cannot increase. In randomly generated landscapes, the principal limiting factor for settlements undertaking arable extensification was the availability of labour. Provided that the proportion of grain removed as surplus for external consumers did not exceed 70%, settlements had access to more sowing seed than needed. The availability of labour placed a maximum limit on the area of land that could be cultivated that was lower than the area that could be sown or the area that settlements had access to in randomly generated landscapes (see Table 7.1).

The ability for settlements to produce surplus grain when undertaking arable intensification is dependent on the availability of manure. Settlements must manage cattle herds to undertake arable intensification and therefore are limited by the number of cattle that can be managed. The workforce available to settlements enabled enough cattle to be managed to supply sufficient manure for an optimal application on the arable land to be cultivated. The availability of manure is therefore limited by the cattle exploitation strategy employed by settlements.

<table>
<thead>
<tr>
<th>No. of households</th>
<th>Availability of labour</th>
<th>Availability of sowing seed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.83</td>
<td>24.08</td>
</tr>
<tr>
<td>2</td>
<td>9.03</td>
<td>34.54</td>
</tr>
<tr>
<td>3</td>
<td>12.27</td>
<td>49.22</td>
</tr>
<tr>
<td>5</td>
<td>18.99</td>
<td>78.15</td>
</tr>
</tbody>
</table>

Table 7.1 Maximum area of land (ha) that can be cultivated by settlements per limiting factor when surplus takeoff is 70%
7.3.1.2 Cost-Effectiveness of Strategies

A calculation of the cost-effectiveness of intensification and extensification was made to compare the increased labour and land costs for surplus grain produce. Costs for extensification incorporated only the area of extra land cultivated and labour to cultivate this extra land. Costs for intensification incorporated the labour costs to produce the manure required in addition to the labour costs for sowing, ploughing, harvesting and the incorporation of manure into cultivated land.

The results showed that the two surplus arable strategies provided different advantages to settlements depending on the availability of land and labour (see Table 7.2). Under intensification, the land cost per ton of surplus grain is lower than under extensification. This indicates that intensification is a more advantageous strategy when the availability of arable land is reduced. For per ton of surplus grain, extensification uses less labour than intensification. Accordingly, despite overall higher absolute labour costs under extensification, it would be a more beneficial strategy should the availability of labour be restricted.

7.3.2 Surplus Animal Husbandry in Randomly Generated Landscapes

In ROMFARMS, the available workforce for each settlement permits the management of herds larger than the herd sizes that emerge via the system dynamics sub-model of animal husbandry. A small surplus of meat and milk is already available from the cattle herds simulated in ROMFARMS, with more meat and milk available from smaller settlements as their consumption requirements are smaller. If settlements managed larger herds, the quantity of surplus meat and milk would increase although more pasture and meadow land would be required as well as a greater expenditure of labour. Settlements can manage more cattle than required for their own needs with the labour available to them.

The availability of surplus meat and milk is dependent on the exploitation strategy employed. Cattle exploited for meat and milk produce larger quantities of meat and milk each year than herds exploited for manure (see Table 7.3). Slaughter rates for cattle exploited for manure result in fewer adult animals slaughtered, reducing meat yields. Furthermore, the size of herds exploited for manure is smaller, which also reduces the quantity of milk available. The likelihood of sheep husbandry being a viable mechanism for surplus production of meat and milk is slim. The number of sheep needed to be kept by settlements is not reflected in the zooarchaeological evi-

<p>| Table 7.2 Extra land and labour costs per ton of surplus grain under different arable farming strategies |
|-----------------------------------------------|------------------|------------------|</p>
<table>
<thead>
<tr>
<th>Strategy</th>
<th>Hours per ton surplus grain</th>
<th>Hectares per ton surplus grain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extensification</td>
<td>74.68</td>
<td>1.34</td>
</tr>
<tr>
<td>Intensification</td>
<td>127.74</td>
<td>0.00</td>
</tr>
</tbody>
</table>
evidence available from the study region. If sheep husbandry did play a role in surplus farming in the Lower Rhine delta, it is likely it was small-scale or even specialised, such as the surplus production of wool (see Groot 2008; Van Dijk & Groot 2013).

The results from ROMFARMS show that the possible yield of milk from cattle herds regardless of the exploitation strategy employed outstrips the possible yield of meat. The supply of raw milk from rural agrarian settlements to military settlements, towns or vici in the region is unlikely. Instead, a small-scale and specialised way of market participation in the Roman period could have been through the production of cheese (van Driel-Murray 2003, 2008).

Specialised horse-breeding in the region to supply surplus horses, primarily to the army, has been argued in many studies of the ancient economy in the Dutch *limes* zone (see Kooistra 1996; Nicolay 2008; Vossen and Groot 2009). Horse bones in rural zooarchaeological assemblages are almost ubiquitous with some assemblages containing up to 30% horse remains (see Lauwerier and Robeerst 2001, Table 1). Vossen and Groot (2009) calculated an annual demand of 373 horses from military settlements in the Early Roman period and 413 in the Middle Roman period for the eastern part of the Dutch *limes* zone alone. Potentially seven immature horses can be removed from horse herds simulated by ROMFARMS without causing the extinction of the herd. To fulfil the total demand of horses for the Roman army in the Lower Rhine delta, not every rural settlement would need to specialise in horse-breeding therefore. The near ubiquity of horse bones in rural settlements indicates there was a distinction between specialised horse-breeders who managed herds like those simulated in ROMFARMS and small-scale breeders who supplied an animal on an ad hoc basis.

### 7.3.3 Surplus Production in Reconstructed Landscapes

Simulating agriculture using landscapes reconstructed from palaeogeographic data enabled an analysis of land as a limiting factor. Owing to restrictions in computer processing power, the whole Lower Rhine delta was divided into 32 equal sized sub-regions of 100 km² (see Fig. 7.1). The natural landscape of each of these sub-regions presented different possibilities and challenges (see Kooistra et al. 2013).

In addition to reconstructing the natural landscape, settlement densities for each sub-region were calculated from a data-set of find-spots. A data-set of military settlements, towns and vici was also compiled from available evidence to estimate

### Table 7.3 Mean annual yield output per herd of cattle and sheep as simulated in ROMFARMS

<table>
<thead>
<tr>
<th>Species</th>
<th>Strategy</th>
<th>Milk (l)</th>
<th>Meat (kg)</th>
<th>Wool (kg)</th>
<th>Manure (kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cattle</td>
<td>Milk</td>
<td>5313.28</td>
<td>632.13</td>
<td>–</td>
<td>81078.76</td>
</tr>
<tr>
<td>Cattle</td>
<td>Meat</td>
<td>3488.94</td>
<td>688.27</td>
<td>–</td>
<td>62329.22</td>
</tr>
<tr>
<td>Sheep</td>
<td>Meat</td>
<td>160.51</td>
<td>19.38</td>
<td>51.40</td>
<td>–</td>
</tr>
<tr>
<td>Sheep</td>
<td>Milk</td>
<td>300.80</td>
<td>14.88</td>
<td>59.89</td>
<td>–</td>
</tr>
<tr>
<td>Sheep</td>
<td>Wool</td>
<td>242.97</td>
<td>31.02</td>
<td>66.86</td>
<td>–</td>
</tr>
</tbody>
</table>
possible demand in each of the sub-regions in the Early and Middle Roman periods. This is one of only a few formal estimates of demand in the study region for this period and uses data-sets produced from new methods developed by Verhagen et al. (2016a, b). As such it is subject to significant uncertainties. Nevertheless, this formal estimate of demand has helped to identify the data necessary to establish more accurate and robust estimates.

### 7.3.4 Land Use in Reconstructed Landscapes

Despite uncertainties in the data-set of rural settlements and reconstructed settlement densities for each sub-region, an analysis of potential land use for arable farming and animal husbandry was undertaken. Although scenarios were simulated using settlement sizes ranging from one to five households, archaeological evidence from the Lower Rhine delta indicates that large settlements were rare (see Sect. 7.3.5). The majority of settlements comprised just one or two households. Arable land use by small settlements in each sub-region was low enough for both surplus...
strategies that the availability of land was not a limiting factor (see Fig. 7.2). Only in those sub-regions with very little arable land, such as those in the peat areas of the central Lower Rhine delta, that were occupied homogenously by large settlements with five households did the availability of arable land restrict the settlements’ ability to undertake arable extensification.

Comparisons were also made between the area of pasture and meadow land needed for different cattle herds managed by settlements in each sub-region. Settlements undertaking arable intensification need very few cattle resulting in only a relatively small proportion of the total area of pasture and meadow land being used in each sub-region each year. Conversely, settlements undertaking an extensive animal husbandry strategy by managing herds much larger than those simulated by ROMFARMS could potentially use almost all pasture and meadow land available. In landscapes with smaller settlements, the total number of animals that could be managed was limited most by the availability of labour. When landscapes were occupied by large settlements with three or five households, the availability of land did become more limiting in many sub-regions. Settlements in these scenarios had workforces that could manage more animals than could be supported by the natural landscape.

Only a few instances were recorded when the use of land for one agricultural task could limit the availability of land. In some sub-regions occupied by large settlements comprising three or five households, the use of arable land for pasturing animals can increase the total number of animals that can be managed. In these scenarios, the area of land available for animal husbandry is reduced because settlements undertake arable farming.

### 7.3.5 Mechanisms of Supply: Micro-regional and Macro-regional Supply Networks

Using a data-set of *castella*, *castra*, towns and *vici*, the demand for grain for human consumption, grain for animal fodder and animal products in each sub-region was estimated. In this paper, only grain for human consumption is considered. Two scales of supply network were envisaged. The micro-regional supply network is one where consumer-only settlements were supplied by rural agrarian settlements located in the same micro-region. The macro-regional supply network was denoted as a supply network where all settlements in the Lower Rhine delta were involved in the supply of all military settlements, towns and *vici* located in the Dutch *limes* zone.

The results from these comparisons showed that for grain supply for human consumption, a micro-regional supply network was infeasible in many scenarios. This is especially the case for scenarios with small settlements possessing one to two households whose surplus grain output was relatively low per settlement. The amount of grain that can be supplied is also lower when settlements undertake arable intensification (see Fig. 7.3). In scenarios where settlements comprised three or five households, a majority of the grain required for either human consumption or to be used as fodder could be supplied on a micro-regional scale when settlements undertake arable extensification. Changes in demand and supply were observed
Fig. 7.2  Percentage of total arable land available used per sub-region in scenarios with homogeneous occupation by settlements with one (black) or five (grey) households using settlement densities from the Middle Roman Period A
Fig. 7.3 Percentage of grain demand per micro-region and total macro-regional demand that can be fulfilled by supply in each micro-region from settlements with one (black) and five households (grey) during the Middle Roman Period A when demand was highest. Population estimates per castella and vicus are 350 per settlement (after Van Dinter et al. 2014) with a further 5500 civilians and soldiers in the larger settlements at Nijmegen and 1000 civilians in Forum Hadriani.
over time with an increasing demand from military settlements, towns and vici from the Early to the Middle Roman period as well as increases in settlement density. These changes result in only slight variations in the pattern of surplus and deficits calculated for sub-regions however. Owing to the variation in settlement density in sub-regions, the surpluses produced in the sparsely populated peat regions (sub-regions 2–4, see Fig. 7.1) produce smaller quantities of surplus grain than the more densely occupied regions in the central part of the Lower Rhine delta (e.g. sub-regions 8–11, see Fig. 7.1).

With most sites identified from surface find-spots and few remains of actual buildings, only broad assumptions can be made about the typical size of a settlement in the region. Vossen (2003) argued that large settlements were exceptional in the region. Van Dinter et al. (2014) and De Kleijn et al. (2016, 2018) both assumed 1.5 households as the average size of a rural settlement. Landscapes occupied homogenously by settlements all comprising the same number of households are unrealistic. However, if the occupation of landscapes by small settlements was the norm, the results from scenarios where simulated settlements possess one or two households better reflect the situation in the past. A micro-regional supply network was unlikely to have been able to fulfil the demands of consumer-only settlements in all sub-region.

In contrast, the results show that a macro-regional supply network for grain is more feasible (see Figure 7.3). The sum total of grain produced, including where sub-regions are occupied by small settlements, is sufficient to fulfil a much higher proportion of the grain demanded in the whole region than in the majority of sub-regions. If landscapes were mostly occupied by small settlements in the Roman Dutch limes zone, a macro-regional supply network would be better suited to responding to the demands of castra, castella, towns and vici for grain.

7.4 Conclusion and Outlook

The development of ROMFARMS encountered several theoretical and methodological difficulties. Choosing an appropriate time scale to use in simulations as well as reconciling the different frequencies that agricultural activities took place was required. Each step represents 1 year in ROMFARMS and therefore processes that take place more than once per year were simulated multiple times within each step. This increased processing time significantly. In addition, there existed an upper limit to the number of agents that could be simulated in ROMFARMS. The use of sub-regions prevented simulation of the agricultural economy on a macro-regional scale. The economic activities of military settlements, towns and vici that could impact on the availability of land were not simulated. Furthermore, ROMFARMS includes only limited provision for agents to adapt. An inconsistent availability of data to generate different assumptions and estimates was noted. Assumptions were not available for many agricultural tasks. There were also significant uncertainties when estimating settlement densities for periods, the chronology of non-agrarian
settlements and populations of *castella*, *vici* and towns. The calculations of supply and demand are based on currently available domain knowledge. As more domain knowledge becomes available, the accuracy of these estimates will improve.

ROMFARMS relies on the economic rationalism of agents. When farmers undertake surplus production in ROMFARMS, they are limited only by economic factors. Agents in ROMFARMS are not affected by exogenous socio-political or cultural factors. Concepts such as land ownership, land choice or Roman macro-economic policies are incorporated either superficially, or not at all. Although it was understood that these concepts would have impacted agricultural behaviour in the past, it was not possible to produce behavioural rules from them to implement in ROMFARMS. Instead, ROMFARMS has been used to simulate the baseline scenario: the first step in simulating agricultural behaviour in the study region in the past. Future approaches using ROMFARMS may wish to develop the model to incorporate social and cultural factors and observe how the results may differ from the null scenario.

As ROMFARMS is reliant on the sub-model of settlement population dynamics, the strength of this part of the simulation has a large impact on the results produced. The sub-model developed for this model uses simplifications of demographic processes. Marriage rules, for example, are simplified with few rules (c.f. Danielisová et al. 2015; Verhagen et al. 2016a). ROMFARMS assumes patrilocal marriage and the relocation of orphans and other dependents to the nearest settlement. Again, these assumptions are based on currently available domain knowledge which are subject to change and, hopefully, improvement. Further research could analyse the effect of recruitment of the local population into the Roman army which could have had a significant impact on the availability of labour and the marriage pool (see Van Dinter et al. 2014; Verhagen et al. 2016a). The use of life tables and fertility estimates provide usable approximations of mortality and birth rates in the past but should be treated with caution (Woods 2007).

Further development of ROMFARMS should focus on implementation of socio-political and cultural factors. In addition, development of the sub-models, particularly settlement population dynamics, will improve how representative the results are. ROMFARMS as a computational tool is a new contribution to the analysis of agriculture in the past, alongside other recent approaches (see, e.g. Cimler et al. 2012; Saqalli et al. 2014; Danielisová et al. 2015; Danielisová and Štekerová 2015; Baum 2016; Baum et al. 2016; Oľševičová et al. 2014). The results from simulating multiple scenarios in both randomly generated and reconstructed landscapes have generated new hypotheses regarding the relative impact of land and labour availability on agricultural productivity and the possible ways in which rural agrarian settlements could have supplied military settlements, towns and *vici* that did not produce their own food. It has reduced the full spectrum of possibilities to a limited range of plausible scenarios which further research can be directed to. The results from ROMFARMS confirm that occupation of the Lower Rhine region by small settlements in relatively sparsely populated micro-regions reduced labour availability, thereby possibly limiting the production of surplus grain and animal products.
## Appendix

### Table 7.4 Parameter values for scenarios discussed in this chapter

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>Increment</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experiment 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No-1-household-settlements</td>
<td>0/2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No-2-household-settlements</td>
<td>0/2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No-3-household-settlements</td>
<td>0/2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No-5-households-settlements</td>
<td>0/2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Runtime</td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Region</td>
<td>“Hyp”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Period</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area-levee</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area-floodbasin</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forest-cover</td>
<td>0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fen-cover</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>%-calories-from-crops</td>
<td>0.1–1.0</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Store-size</td>
<td>1.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strategy-arable</td>
<td>“Extensification” /“intensification”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surplus-takeoff</td>
<td>0.1–1</td>
<td>0.1</td>
<td>For “extensification” (for “intensification” surplus takeoff = 1.0)</td>
</tr>
<tr>
<td>Daily-per-capita-fuel-use</td>
<td>6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coppicing?</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collection-frequency</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reconstruction-frequency</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cattle?</td>
<td>Y/N</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sheep?</td>
<td>Y/N</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horse?</td>
<td>Y/N</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sheep-strategy</td>
<td>“Meat”, “milk”, “wool”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cattle-strategy</td>
<td>“Meat”, “milk”, “manure/traction”</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Experiment 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Region</td>
<td>1–32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Period</td>
<td>“IJZ”, “ROMVA”, “ROMVB”, “ROMMA”, “ROMMB”</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NB. Other values same as experiment 1</td>
</tr>
</tbody>
</table>
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Chapter 8

The Economy of Laetanian Wine: A Conceptual Framework to Analyse an Intensive/Specialized Winegrowing Production System and Trade (First Century BC to Third Century AD)

Antoni Martín i Oliveras and Víctor Revilla Calvo

Abstract The Roman economy has been defined as an agrarian regime, where wheat was mainly cultivated combined with livestock farming and intensive cash crops such as wine and olive oil. Possibilities for economic growth in a winegrowing area such as the Laetanian region in Hispania Citerior depended upon changes in agrarian productivity but were subject to agro-ecological and agroeconomic endowments that could affect the settlement patterns, the fluctuations in population, the forms of production related to the vineyard crop capacities, the spread of new techniques of cultivation and processing and the adoption of new technological advances. The combination of these factors explains how comparative advantages arose from other winegrowing territories, achieved through intensification and specialization processes that generated an increase of winemaking production surplus capable of being traded in different overseas markets.

Keywords Ancient viticulture · Laetanian Roman wine · Conceptual framework · Economic models · Intensive/specialised winegrowing production processes

8.1 Introduction

Hispaniarum Laetana copia nobilitantur, elegantia vero Tarraconensia atque Lauronensia et Baliarica ex insulis conferuntur Italiae primis.¹ – Gaius Plinius Secundus, Naturalis Historia XIV, 71

¹“Among the Hispanic (wines), the Laetanian (wine) is famous for its large productivity; beside the Tarraconensis (wine), the Lauronensis (wine) and the Balearian (wine) from the islands, these ones) gather a certain elegance comparable to the best Italian (wines)” (authors’

A. Martín i Oliveras (✉) · V. R. Calvo
Universitat de Barcelona/CEIPAC-Centre for the Study of Provincial Interdependence in Classical Antiquity, Barcelona, Spain
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Ancient Roman viticulture has multiple fields of knowledge and expertise with enormous possibilities for research. Most studies dedicated to the development of viticulture in Hispania during Antiquity have in common the use of archaeological information and written sources as a complementary support to confirm the absolute chronology of a settlement, a socioeconomic phenomenon or an exact location of a winegrowing production or a pottery activity in a specific territory (Revilla 1995).

This research builds on previous work in which the theoretical and epistemological framework of study was established of the different variables, factors and endogenous and exogenous agents involved in every stage of the production, distribution, trade and consumption of wine in the ancient Laetanian region between the first century BC and third century AD (Martín i Oliveras 2015b). The intensive viticulture practised during the Roman period in this area situated in the centre of Catalan Coastal Depression was a widespread phenomenon with huge economic implications on the organization of this territory and the local communities.

The main aim of this study is to establish a specific conceptual framework where this phenomenon was developed, selecting the economic models susceptible to be applied and identifying the necessary variables, parameters and constraining factors to take into account to analyse its socioeconomic structure and evolution over the time. This first approach intends to evaluate the relations that could be generated between the development of viticulture and a set of complementary activities between the end of the Republic and the Early Roman Empire in this winegrowing area. In particular, it seeks to explore the impact of certain organizational forms, articulated by rational strategies, large investments in technology, resources and economic intensification processes, which involve labour needs and a precise organization of the global structure of settlement. This impact can be assessed from factors such as rural and urban habitat distribution and density, the calculation of labour needs also in agriculture and handicrafts, both fixed and variable, and its influence on living standards. These factors may be related to others more difficult to evaluate, such as the possible population growth, population mobility or the possibilities of enrichment and social promotion of certain groups related to the wine’s economy such as the freedmen (Scheidel 2004).

Further specialized studies must be focused on specific geospatial and geoeconomic analysis, which supposes the identification of the settlement patterns, the organization of the rural habitat, the forms of production and management related to the crop capacities to obtain optimal yields for generating surpluses in a context of a growing population. The utilization of quantitative methods such as mathematics, statistics and linear programming models will allow us to interpret and make predictions, regressions and reconstructions of the evolution of the Laetanian wine economy, understood as a situation that includes all the aspects needed to produce wines of various qualities along with a group of complementary activities related to the production, elaboration, distribution, trade and consumption.

---

translation).
Thus, this chapter only attempts to make a first theoretical approach to this specific conceptual framework and its influence on the configuration of this ancient winegrowing socioeconomic system, analysing the possibilities of implementation with a scanty available dataset where estimations will play a decisive role.\(^2\)

### 8.2 The Territorial Scope

The Laetanian region is an ill-defined area in historical terms, organized around some urban centres as, *Blanda* or *Blandae*, the *municipia* of *Iluro*, *Baetulo* and the *colonia* of *Barcino* on the coast and, among others, the Flavian *municipium* of *Egara*, the secondary settlement of *Arrago* and the thermal station and possible Augustan or Flavian *municipium* of *Aqua Calidae* (Caldes de Montbui) inland. The extension and limits of these cities’ territories have not been precisely defined with the exception of the *ager Barcinonensis*, the constitution and legal status of which must have had an effect on the urban centres that were there before (Palet 1997; Palet et al. 2009, 2011, 2012). Otherwise, the process of urbanization and legal promotion of the interior territories seems to assume particular forms, with the constitution of *civitas sine urbe*, and culminates in the Flavian era. This evolution has been related to the development of new patterns of exploitation and agricultural occupation (Oller 2015).

The Laetanian territory also comprised the extensive plain situated between the *Baetulo* River (Besós) and the mouth of *Rubricatum* River (Llobregat), located on the southwest side of the Montjuïc promontory. The first foothills of the Garraf Massif would have risen from this point. Away from the coast, the colony’s *ager* would have included the lower course of the Llobregat River as far as *Ad fines* (Martorell) and the lower course of the Besós River to where it joined the Ripoll River and the Congost-Mogent basin, spreading across the great Vallès plain as far as the Catalan Pre-Coastal Range. Attending the special features of the *Laeetana regio*, as regards its particular geospacial configuration, geoeconomic characteristics and historical evolution over time, we distinguish the following four specific research areas of study:

- Study Area 1: Barcelona Hinterland Plain – *Ager Barcinonensis* (Fig. 8.1)
- Study Area 2: Central Coast – *Territoria of Baetulo, Iluro and Blandae*
- Study Area 3: Lower Llobregat – *Rubricatum estuary*
- Study Area 4: Vallesian Plain – *Territoria of Arraona, Egara and Aqua Calidae*.

---

\(^2\)Estimations are subject of debate among some scholars but have been accepted by most economic historians due to the scarcity of the archaeological data and the absence of more reliable information (De Sena 2005, 2, note 7).
Fig. 8.1 (a) General view of Study Area 1: Barcino Roman colony hinterland plain in the third century CE – from Barcino3D (https://bit.ly/2Kpo4J8); (b) Ager Barcinonensis centuriatio proposal and main Roman villae attested from Palet et al. (2012)
8.3 Working Hypothesis

The amphorae studies carried out in recent decades and the suggestions put forward regarding how to interpret them make it possible to propose an evolutionary sequence of viticulture in this territory during the Roman period from both the perspective of production and trade.

We start with the premise that there are five main chronocultural phases of development, which we consider to correspond to the configuration of different agricultural and artisan production systems (Miró 1988; Martín i Oliveras 2015b; Martín i Oliveras et al. 2017):

- **Phase 1. Origins (1/3 2nd c. BC – ½ 1st c. BC):** First productions of *Citerior* amphoric containers imitating forms as Greco-Italic, Dressel 1A, 1B and 1C.
- **Phase 2. Expansion (½ 1st c. BC – middle decades of 1st c. AD):** The appearance of the first widely manufactured amphorae forms: *Tarragonense* 1/*Laietana 1* and *Pascual 1*, the latter being the first *Tarragonense amphora* intended for large scale trade. Appearance of first imitations of the Dressel 2–3 italic form.
- **Phase 3. Reorientation (middle decades of 1st c. AD – end of 1st c. AD):** Characterized by large-scale production of Dressel 2–3 *Tarragonense amphorae* form and maybe in *dolia* (big pottery jars) for the massive export of wine, both individually packaged and in bulk, mainly destined for the Italic Peninsula and the city of Rome itself.
- **Phase 4. Peak (early 2nd c. AD – mid 3rd c. AD):** Period when the production structures were transformed, probably connected to the transport of wine in bulk in other types of containers such as *cupae* (wooden barrels) for export and *culleii* (wineskins) for regional trade, possibly as a consequence of having to reduce costs when supplying heavily-used, strongly competitive markets.
- **Phase 5. Decline (½ 3rd c. AD-early 5th c. AD):** Crisis and the end of viticulture for export. The phenomenon could be due to the appearance of new producers with much lower costs, which would imply a change in market orientation. The viticultural centres were restructured for supplying only the internal demand for wine and carry out other agrarian activities or were gradually abandoned.

8.4 Operative Hypothesis

The intensive viticulture practised during the Roman period in the ancient Laetanian region was a widespread phenomenon with huge socioeconomic implications between the first century BCE and third century CE. Outstanding questions and key structural features suggest important conjunctural changes in the land use increase, the crop regimes, the landowner-tenancy relationships, the population fluctuations, the balance between production and consumption, the investment needs, the implantation of the “*villa* system” and its evolution as a cash-crop market-oriented surplus production and the prevalence of wine pressing and pottery facilities. This phenomenon can be only explained by an intensification process and the application of an
agency-oriented winegrowing specialization production system related to a profit mentality that exploited a comparative advantage arose in productivity, a pulled force of product demand and the accessibility of larger distributed markets resulting from the reduction of production and transaction costs (Van Minnen 1998; Badía-Miró and Tello 2013).

8.5 Conceptual Framework

Every agrarian activity is determined by environmental conditions composed by multiple variables, factors, endogenous and exogenous agents involved in every stage of the production, distribution, trade and consumption of a good or product. The ancient viticulture production process and trade was not an exception. Our conceptual framework (Fig. 8.2) analyses the relationships among the agroecological and agroeconomic endowments such as paleoclimatic conditions, physical environment, landscape typology, settlement patterns, land use, optimal yields, tax control and other geographical, demographic, economic (price policies and markets), technological (new methods and mechanization), institutional (taxes and fiscality) and sociocultural (tradition and religion) driving forces that could influence and model the evolution of this complex system over time.

8.6 Agroecological and Agro-economic Endowments

Agroecological endowments are the combination of constraints that conditioned vineyard crops and the winegrowing production systems under which they are grown. It includes the resilience strategies harnessing ecosystem functions to the

Fig. 8.2 Conceptual framework for land and farming system dynamics. Relationships among driving variables, processes and ecosystem properties. (Based on Debolini et al. 2016, Fig. 2)
maximum possible extent, to improve the existing land-use situation and winemaking facilities, either through increasing or diminishing the means of production in order to sustainably reconcile social, economic and environmental challenges.

Agro-economic endowments are the combination of constraints that conditioned productivity performance in a territorial or farming plot scale. It supposes the analysis of the economic factors which shaped the winemaking production function on a supply chain. It also means giving economic values to the initial investment for starting the activity and for all the factors of production needed (land, labour, capital, technology, processes etc.), to determine the profitability of winegrowing production and trade.

8.6.1 Palaeoclimatic Conditions

Specific macroclimate data as experienced by different regions of the Western Roman Empire and robustly documented by different independent palaeoclimatic proxy data sets testify a favourable and exceptionally stable climatic situation from 100 BC to 200 AD with a prolonged period of warming and wet conditions that favoured the rise of agrarian production yields. It is known as The Roman Warm Period or Roman Climate Optimum (McCormick et al. 2012). All agricultural activity is dependent upon and interconnected to climate and weather conditions; grapes are no exception. Wine composition and optimal productivity is largely dependent on mesoclimatic conditions of a territory and microclimatic environment conditions of a small restricted space such as a vineyard or a row of vines. As such, any shift in climate and weather patterns is bound to affect grapes and the subsequent production of wine. This is important because optimal wine production occurs only within very narrow climate ranges. While studies have indicated that initial climate changes even could have been beneficial for some Roman winegrowing regions in the short run, undoubtedly excessive climate changes were disastrous in the long run.

8.6.2 Physical Environment

The physical environment comprises the space where the winegrowing activity is embedded in and also the connectivity and transport infrastructure that are necessary for the efficient operational flow of the production and trade system, such as paths, roads, rivers, streams, ports, etc. Such a physical environment appears as a major external determinant of the movement of goods by terrestrial vehicles and vessels. It thus can become decisive for the success or the shortcoming of the production and distribution system. This follows the consideration of space as a barrier for the notion and the physics of flow. The physical environment plays a more sophisticated role, since it represents the entire pressure that is exerted by space on the supply chain, positively and critically. This happens particularly in those
territories that are characterized by scarcity of access such as port hinterlands, or core urban areas that are problematic for distribution or delivery of goods. The agents of production and distribution have to arrange themselves with their physical environment conditions over the time.

8.6.3 Viticulture Supply Chain

A supply chain is a system of resources and processes involved in produce and trade of a good or service from a supplier to a customer. The viticulture supply chain involves both the production process and trade activities from its inception to its delivery to the end customer or consumer. The production function is the global system that characterizes a productive activity. The factors of production constitute the inputs of the economic system. A specific technology specifically combines these inputs – raw materials, labour, machinery, tools, facilities, etc. The outputs are the finished products, the goods or services resulting from the productive activity (Martín i Oliveras 2015a). In any type of socioeconomic organization, the production of goods and services may be in the hands of the state or in the hands of private producers. The Roman wine production process is not alien to all these factors, conditions and microeconomic variables and has also its particular production function with its own inputs intervening in the different stages of the productive chain.

8.6.4 Yield Quantification

Its calculation is fundamental for the study of agricultural production processes, so we will try to adapt it both to the vineyard crop and to the processes of transformation, production and exploitation, in the different stages of the viticulture supply chain (Amouretti and Brun 1993). The analysis of viticultural activities can be approached in several ways according to different parameters of study.

8.6.4.1 Vineyard Yields

Vineyard yields calculate both the yield of the crop itself and the yield from the harvest. To estimate the global vineyards yields we must take into account the following factors:

1. Yield per strain. This refers to the productive capacity of the plant, in order to obtain data on absolute yields and means of productivity of grapes from maximum to minimum. Factors related to both the configuration of the vineyard and the cultivated grape variety, the planting frame and the number of vines/hectare (vitis/iugera), the pruning and loading of buds, the number of hectares/iugera
cultivated, etc. Once the productive capacity of the plant and the variety of grapes chosen are fixed according to the geomorphological characteristics of the territory under study and the soil characteristics of the land to be cultivated, we will be able to analyse the different parameters and intervening factors, in order to obtain a whole series of values that we can compare with productivity data from the written sources themselves and statistical data of yields from modern and contemporary periods, basically from nineteenth and twentieth centuries.

2. **Harvesting yield.** Refers to grape collection prior to pressing. The data set and factors to be analysed are of different nature and origin. The most important are the spatial configuration of the vineyards, which can facilitate or hinder the manual grapes collecting of the clusters. This process is conditioned by the harvest time available, which can last from 15 to 30 days depending on the staff’s picking expertise and the maturation time necessary for the cultivated grape variety.

3. **Winery yields.** This calculates the yields from the processes of treading and pressing the grapes, its transformation into must and then into wine, as the maximum productive capacity of the facilities with regard to the processing machinery and the capacity needs of the collecting, ageing, and storing structures.

4. **Productivity of the processing machinery.** Once we know the technical, mechanical and operational constraints of the Roman beam presses, we can analyse the different parameters and intervening factors that allow us to make an assessment of the productive performance of a winery installation in terms of productive capacity (Martín i Oliveras and Bayés 2009; Martín i Oliveras 2011–2012, 2012, 2015a, b). The productive capacity measures the ratio of the volume of grapes processed and the volume of must obtained, depending on the time used, counted in hours or days, taking into account the vindemia period related to the characteristics of the grape varieties to be processed. All these factors are connected to each other and influence in the final result, so we will have to calculate the yields in absolute values of maximum productivity in order to get an idea of the real and total capacity, both for the processing and pressing machinery as for the necessary collection and storage structures (lacus, dolia, cupae, etc.; Tchernia 2013). We can also compare the results with the absolute data of productivity and capacity of the installations coming from the written sources, especially from Cato (Cat. Agri. 11) and Pliny the Elder (Plin. N.H.XVIII, 317), previously studied by modern scholars, with historical data from modern vintages and with data from experimental archaeology – currently we only have those from the Mas de Tourelles experience (Brun 2004; Tchernia & Brun 1999). Subsequently, we can extrapolate them to the extent of the vineyard fields to give us an idea of the amount of must and wine that a “typical” installation, with certain characteristics established according to the different typologies of Roman wineries documented in the area, can process, establishing models and systems of production. Their analysis can also inform us about the settlement patterns, the size of properties or fundus and the organization and tax control of the vine-growing and winemaking production in the former territory object of study.
8.6.4.2 Cost Quantification

The production of a particular good or service involves the use of a number of factors that have a quantifiable economic value, the costs. The cost structure of an economic activity is considered as a diagram of consecutive allocation of direct costs (raw materials, labour power and energy) and indirect costs (maintenance costs of tools, infrastructure and facilities and administrative, commercial and financial expenses) (Maza and González 1992). The calculation of production costs of a good or service is complex since it is necessary to take into account all the costs structure and the proportional part of the capital investment.

In order to calculate the productive and commercial costs of a wine amphora, the first thing we have to do is to try to obtain a scale of ancient real prices situated in the chronological context that we want to study. That allows us to make a calculation, as close as possible, to the real productive costs in a fixed-value Roman monetary unit, such as the sestertius (HS; Duncan-Jones 1974). However, in order to understand the general theoretical framework of costs, we will randomly develop an example of production or service provision X, which can show us the behaviour of the variable costs and total costs of each one good or service produced in units, tens, hundreds or thousands values (Table 8.1; Jones 2014).

<table>
<thead>
<tr>
<th>Quantities produced</th>
<th>Total fixed cost (TFC)</th>
<th>Total variable cost (TVC)</th>
<th>Total cost (TC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2000</td>
<td>0</td>
<td>2000</td>
</tr>
<tr>
<td>1</td>
<td>2000</td>
<td>800</td>
<td>2800</td>
</tr>
<tr>
<td>2</td>
<td>2000</td>
<td>1360</td>
<td>3360</td>
</tr>
<tr>
<td>3</td>
<td>2000</td>
<td>1680</td>
<td>3680</td>
</tr>
<tr>
<td>4</td>
<td>2000</td>
<td>1910</td>
<td>3910</td>
</tr>
<tr>
<td>5</td>
<td>2000</td>
<td>2150</td>
<td>4150</td>
</tr>
<tr>
<td>6</td>
<td>2000</td>
<td>2550</td>
<td>4550</td>
</tr>
<tr>
<td>7</td>
<td>2000</td>
<td>3210</td>
<td>5210</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>22</td>
<td>2000</td>
<td>9610</td>
<td>11,610</td>
</tr>
</tbody>
</table>

8.6.4.2 Cost Quantification

The production of a particular good or service involves the use of a number of factors that have a quantifiable economic value, the costs. The cost structure of an economic activity is considered as a diagram of consecutive allocation of direct costs (raw materials, labour power and energy) and indirect costs (maintenance costs of tools, infrastructure and facilities and administrative, commercial and financial expenses) (Maza and González 1992). The calculation of production costs of a good or service is complex since it is necessary to take into account all the costs structure and the proportional part of the capital investment.

In order to calculate the productive and commercial costs of a wine amphora, the first thing we have to do is to try to obtain a scale of ancient real prices situated in the chronological context that we want to study. That allows us to make a calculation, as close as possible, to the real productive costs in a fixed-value Roman monetary unit, such as the sestertius (HS; Duncan-Jones 1974). However, in order to understand the general theoretical framework of costs, we will randomly develop an example of production or service provision X, which can show us the behaviour of the variable costs and total costs of each one good or service produced in units, tens, hundreds or thousands values (Table 8.1; Jones 2014).

Table 8.1 Behaviour of the total fixed cost (TFC), total variable cost (TVC) and total cost (TC) of each of the units produced in estimate economic calculation values

<table>
<thead>
<tr>
<th>Quantities produced</th>
<th>Total fixed cost (TFC)</th>
<th>Total variable cost (TVC)</th>
<th>Total cost (TC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2000</td>
<td>0</td>
<td>2000</td>
</tr>
<tr>
<td>1</td>
<td>2000</td>
<td>800</td>
<td>2800</td>
</tr>
<tr>
<td>2</td>
<td>2000</td>
<td>1360</td>
<td>3360</td>
</tr>
<tr>
<td>3</td>
<td>2000</td>
<td>1680</td>
<td>3680</td>
</tr>
<tr>
<td>4</td>
<td>2000</td>
<td>1910</td>
<td>3910</td>
</tr>
<tr>
<td>5</td>
<td>2000</td>
<td>2150</td>
<td>4150</td>
</tr>
<tr>
<td>6</td>
<td>2000</td>
<td>2550</td>
<td>4550</td>
</tr>
<tr>
<td>7</td>
<td>2000</td>
<td>3210</td>
<td>5210</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>22</td>
<td>2000</td>
<td>9610</td>
<td>11,610</td>
</tr>
</tbody>
</table>

The average cost per unit: The average cost (AC) is the total cost (TC) divided by the quantity (Q) of the units produced. Although the total costs are very important, the average costs per unit are even more important for the short-term analysis.

\[ AC = \frac{TC}{Q} \]

Quantitative studies have been developed related to the calculation of costs and yields of productive activities and price scales of goods and services in different places of the Roman Empire and chronological periods (Temin 2014, 2017). See also data sets from the written sources and other preserved documentation: Mensa Ponderaria and prices lists of Pompeii (first century AD), Edict of Maximum Prices of Diocletian (301 AD), etc.

The units of value employed in this theoretical example are imaginary and only have a quantitative numeral value expressed in units, tens, hundreds or thousands of units to facilitate economic calculation.
of the production centre (exploitation), since by comparing them with the price of the product or with the average income, we will know when a profit is made. The average costs per unit are essential for the evaluation of inventories in matters related to the “design” of the product. These concepts also play an important role in the introduction of a new product in the market. In modern microeconomics, the decisions to buy or not to buy a product and the decision of reject or accept a new production line depend on the available information on the average cost per unit. Other short-term unit costs are usually calculated to complement the decisions, such as:

- **Average fixed cost (AFC)** = fixed cost (FC)/quantity (Q) of units produced
- **Average variable cost (AVC)** = variable cost (VC)/quantity (Q) of units produced
- **Marginal cost (MC)** = cost of each additional unit, defined as the change that affects the total cost (TC), when one more unit is produced:

\[
MC = \frac{\text{Change in TC}}{\text{Change in Q}}
\]

where:

Change in TC = TC2 – TC1  
Change in Q = Q2 – Q1

It is calculated by subtracting from the total cost (column 4 in Table 8.1) of row unit, n, the total cost of row unit, n – 1; it can also be obtained from the variable cost in column 3, because variable costs increase in exactly the same way.

The average cost (AC) and the marginal cost (MC) are known as short-term costs, because these act during the period of decision-making, in which some costs are fixed and others are variables. In this example, if the cost of producing 5 units is 20,750 units (where 48.2% are fixed costs and the remaining 51.8% are variable costs), and the Average Cost (AC) of production is 4150. If the centre produces one additional unit (6 units), the average costs (AC) are reduced to 3790, and by producing 7 units the average cost (AC) continues to decline but when there are 8 again begins to increase due to the law of diminishing returns and due to the increasing number of units for a fixed capital investment. These results are shown in the marginal cost (MC) column 5, in which it is observed as this one decreases to the fourth unit and from here again begins to increase (Table 8.2).

The marginal cost must always be lower than the average cost, but the more units are produced, this will be closer to the average cost, and to justify the production of more units when the marginal cost is above the medium cost, the selling price should be equal to the marginal cost of the last unit produced, so that the activity does not incur in losses when producing this last unit. Table 8.2 shows that the progression of unitary costs is not constant; this is initially decreasing, and then goes to constant progression, to then increases again, generating three moments.

The combination of available fixed resources with small amounts of variable resources will not achieve the full potential efficiency of the exploitation, which
supposes high unitary costs for the first products. As the scale of units produced increases, the proportions of the combination of fixed resources with variable resources allows better overall returns, reducing these costs in proportion to the units produced. Production continues to rise until the fixed resources do no longer support the production of additional units under equal conditions so that they will be processed at higher proportions cost.

See the following graphs, which represent, on the one hand, the behaviour of the total fixed cost (TFC), the total variable cost (TVC) and the total cost (TC) (Fig. 8.3I) and, on the other hand, the behaviour of the average variable cost (AVC = TVC/Q) and the marginal cost (MC) (Fig. 8.3L).

The total fixed costs (TFC) are by definition equal and independent of the level of production, and the average fixed cost (AFC = TFC/Q) decreases as production increases and is represented by a continuously lowering curve. When the production increases by adding variable resources, because the total variable cost (TVC/Q) reflects the law of diminishing returns, we can first obtain increasing returns, but in the end it would yield diminishing returns; then the average variable cost (TVC/Q) decreases at the beginning, and it reaches a minimum and returns to increase, so the graph is U-shaped. The marginal cost curve (MC) reaches its level lower in four units, below cost mean variable (TVC/Q) or the average total cost (TC/Q) and cuts the mean the total variable cost curves (TVC/Q) and the average total cost (TC/Q), respectively, low points, because while the cost (MC) is below the average total cost (TC/Q), the average presses down, and when it is above, the average presses upwards (Fig. 8.3K).

The long-term production costs: As a result of a successful operation, a winery can modify its installed production capacity to expand it, or in case of different results expected, in the long run it could also reduce their size. Either decision seeks to obtain the lowest average total cost (ATC) of possible production. The reduction
in the price of resources and technological progress displace cost curves down. Similarly, the increase in the price of resources shifts it up (Fig. 8.3J; Vilcalpoma 1995; Jones 2014).

8.6.4.3 Economies of Scale

The decision to expand the winery seeks to achieve economies of scale or serial production. When the size of the centre increases, factors such as specialization of labour, better utilization of staff, efficient use of capital and technical resources, the allocation of indirect costs and other costs arising from the expansion of the producing centre in a number of units, contributes to reduce the unit costs for the producer, who can expand its scale of operation. It is, therefore, the set of circumstances that allow reducing the average cost of production as the total product increases. They are also defined as gains in production and the costs resulting from the increase in...
the size of the producing centre, which implies an improvement in the buying prices of the inputs or factors of production and a most efficient use of them. The improvements in economies of scale can be internal, due to the indivisibility of the factors of production, or external, due to the expansion of the producing centre as a whole. Economies of scale stimulate mass production and are achieved rapidly when the size of the producing centre increases, which means that the decreasing returns only appear when the scale of production is very high, the total average cost decreases over a wide interval of production. This can lead to the development of monopolies and oligopolies of producers and investors, due to the large initial investments required and the difficulty of obtaining minimum short-term yields and costs, in order to protect themselves against new competitors. For example, when an amphora of noble wine is produced, high fixed costs must be faced to buy the land, plant the vines, build the torcularium, the cella vinaria and other facilities, but when this entire infrastructure is already operating at full capacity, the cost of filling an amphora of wine is more or less the same. Thus, if these infrastructure costs hypothetically 20,000 units of investment and the production of each wine amphora costs hypothetically 500 units, the “real” unitary cost is 5 units producing 100 wine amphorae, 2.5 units for 200 wine amphorae and 1 unit for 500 wine amphorae.

8.7 Demographic Dynamics, Workforce Availability and Labour Division

Demographic studies of ancient societies have increased over the last years, trying to recognize the internal organization of the population’s evolution and to identify possible settlement patterns related to resources management, urban development and agrarian exploitation of the territory. These studies allow us to revise basic concepts such as the relationship between the urban and rural world, as regards the urbanism development related to the implementation of an intensive agrarian production system and the different administrative status, sizes and ranges of ancient Roman cities (Morley 1996; for Hispania: Carreras 1996, 2014).

Quantitative and qualitative analyses of territories have been favoured by a better knowledge of the urban perimeters and the settlement patterns of rural distribution; either from the contribution of urban archaeology, field-surveys, and cadastral studies (Lo Cascio 1994, 1999; Scheidel 2002, 2007a, b; Fentress 2009; Launaro 2011). Therefore, the most important interrelations to take into account for the analysis of demographic inference and population dynamics is the total size of the population, its distribution – urban or rural – and its internal configuration trends, such as gender, age, social status, etc., for every chronological period in the study area. This serves to calculate, on one hand, the needs of foodstuffs in terms of maintenance and self-consumption and, on the other hand, the workforce availability necessary to make the different activities that allows the wine intensive system of production, distribution and trade works. In this same sense, some scholars attempted to convert
the results obtained from archaeological excavations and field-surveys into demographic data (Witcher 2005, 2008, 2011). Thus, some analyses achieve to develop ranges of estimated inhabitants by settlement typologies, despite important methodological problems, such as the nature of the samples and the partial data obtained, due to the fact that not the entire territory can be excavated or prospected properly and not all domestic or habitational spaces have been preserved (Table 8.3).

Others studies try to quantify the food supplies necessary to cover the basic diet of resident population in urban and rural settlements with regard to the main crops and other derivate products – wheat, vegetables, wine and olive oil – as well as animal husbandry, to transform them in estimates of units of land necessary to produce it (Garnsey 1979, 1983; Tchernia 1986; Amouretti 1986).

The Roman agronomists such as Cato (Agr.1-11), Varro (R.R 1.4-1.11), and Columella (R.R. 3.3.8-9) also inform us about some environmental aspects, labour requirements and facilities to consider for managing an agricultural holding. These can all help us to calculate the minimal unit of land necessary for self-sufficient maintenance5:

1 worker = 7 iugera (iug) vineyard
1 worker = 51 modii (m) wheat/1 year
1 iug × 4 m seed × 3 m wheat = 12 m/1 iug
51: 12 = 4.25 iug
6.138 iug for wheat and reposition of seed
6.138 × 3 (triennial rotation system) = 18.414 iug
18.414 + 7 = 25.414 iug/1 worker

The internal quote of wine consumption has been also an important parameter to take into account, so that the balance between intra-regional and extra-regional consumption can determine the performance of the intensive productive wine economy in our study area and the possibility to obtain surpluses for trade and benefits for increasing social position of intervenient agents such as vilici, conductores, mercatores, negotiatores, argentari, naviculari, institores, etc.

Table 8.3 Typology of rural Roman settlements and estimation of inhabitants according to Carreras (2014), after Perkins (1999)

<table>
<thead>
<tr>
<th>Type</th>
<th>Size (m²)</th>
<th>Inhabitants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large vicus</td>
<td>800</td>
<td>80 persons</td>
</tr>
<tr>
<td>Large villa</td>
<td>500</td>
<td>50 persons</td>
</tr>
<tr>
<td>Small vicus</td>
<td>400</td>
<td>40 persons</td>
</tr>
<tr>
<td>Small villa</td>
<td>300</td>
<td>30 persons</td>
</tr>
<tr>
<td>Large farm</td>
<td>100</td>
<td>10 persons</td>
</tr>
<tr>
<td>Small farm</td>
<td>60</td>
<td>5 persons</td>
</tr>
</tbody>
</table>

5 Calculations made by Martín-Arroyo (2016), for modeling minimum needs of arable land for self-consumption labour maintenance in a standard fundus. According to Roman agronomists data, mainly Columella (R.R. 3.3.8-9).
Endogenous and exogenous factors such as economic success and wealth increment can stimulate population growth, otherwise poor harvests, wars, diseases, plagues, etc. can provoke social conflicts and economic crisis that makes the population decline. In this sense, where it concerns the Laetanian region, historical events such as the Antonine Plague (165–189 CE) and the Plague of Cyprian (250–266 CE) could have caused widespread labour shortages in agriculture and important casualties in the Roman army that could make conditions change and affect the system.

Regarding workforce availability and labour division we don’t dispose of datasets for the Laetanian region in these periods. It means that we should make estimations taking into account the information provided by the written sources and modern rental wage ratios from nineteenth and twentieth centuries. Another way is to develop a general scaling theoretical model to study the relationship between the population and functional diversity of settlements as an indicator of the division of labour (Hanson et al. 2017).

### 8.7.1 Settlement Patterns: The Archaeological Dataset

The progress in archaeological field research has shown itself to be an essential resource for defining the geography of vineyards, since the technological evidence relating to the production and storage of wine or the manufacture of *amphorae* containers can, in many cases, be located and dated with reasonable accuracy. Archaeology’s contribution has also been essential for increasing our knowledge about the rural habitat, settlement patterns and how the territory was occupied and exploited (Revilla et al. 2008–2011).

The establishment of viticulture in the Laetanian region is already confirmed in the final third of the second century BC supposing a progressive transformation of the settlement patterns and the forms of production (Revilla 2004b, 2010b). This development brought with it a need to manufacture specific containers for transport, in the form of imitations of the Dressel 1 and Lamboglia 2 Italic *amphorae* (“El vi a l’antiguitat” 1987, 1999; Prevosti and Martín i Oliveras 2007; López Mullor and Martín i Menéndez 2008). However, the spread of vineyards geared towards commercialization for overseas markets did not come about until the second half of the first century BC, specifically in the final third of that century. This incipient vine-growing and winemaking intensification process is confirmed by the foundation chronologies of many pottery workshops and numerous villa-type settlements and other rural centres, equipped with facilities for pressing and storing wine production (Revilla 1995, 2008). All this suggests that these were places given over to specialized, intensive work processes forming part of a production structure organized elsewhere, possibly a nearby villa. Indeed, some buildings were occupied only sea-

---

6The bibliography on rural settlement patterns in the Laetanian region is difficult to summarise.
sonally, during certain phases of the agricultural cycle (some examples in Burch et al. 2005 and Revilla 2010a).

Almost ninety agrarian establishments have been identified in Laetanian Region having traces of pressing facilities or spaces for storing liquids, mainly wine. These facilities vary greatly in importance, from modestly-built settlements with a single press to large buildings with four or more presses (Sánchez 1997; Prevosti 2005; Revilla 1998, 2010a; Martín i Oliveras 2009, 2012, 2015b; Palahí and Nolla 2010; Alcubierre et al. 2015, in press; Peña 2010, 2011–2012.

So, we can distinguish three different sizes:

1. **Small establishments** 400/500 m² with a simple spatial organization formed by one or two spaces compartmented also dedicated to winemaking production with a single press without *cella vinaria* or with limited storage capacity (5–10 dolia). These facilities often are integrated into small or medium size villa or urban *domus* and are different from other small buildings or huts dedicated to diverse functions (sheds, tool warehouse, etc.), equally related to the main building unit. The production seems aimed at self-consumption or for local and regional trade.

2. **Medium establishments** 1000/1200 m² with a wide range of buildings for agrarian activities. Most were used for producing wine and had one or two presses, a collecting *lacus* and a *cella vinaria* of between 30 and 50 dolia. These are the most common winemaking facilities documented in the Laetanian region during the intensification process. The production seems aimed at interregional and interprovincial trade.

3. **Large establishments** 1500/2000 m² with a complex spatial organization and a basically productive function geared towards winegrowing specialization and long-distance trade. These places would contain all infrastructure needed for making and storing wine on a certain scale. There are several *calcatoria* for crushing the grapes, some pressing rooms or *torcularia* with from 4 to 6 presses, various tanks or *lacus* for collecting the must and different storing spaces set aside of between 100 and 200 dolia called *cellae vinariae*. Viticulture seems to remain in some of these facilities during the second to fourth centuries AD.

Artisan activities such as pottery workshops, forges and so on; have also been identified in most of these settlements. This type of viticulture geared towards exporting to overseas markets would continue, depending on the area, until the mid or late second or even the early third century AD, when agricultural establishments would see the abandonment or gradually reduction of pressing facilities between the second half of the second and the beginning of the third century AD. In the case of pottery workshops, almost fifty of them have been documented at Laetanian Region and some would disappear between the middle of the first century (Flavian period)

---

7 Facilities with 4 bean presses were attested in Vallmora (Teià, Maresme, Barcelona), Can Pedrerol de Baix (Castellbisbal, Baix Llobregat, Barcelona) or Els Ametllers (Tossa de Mar, la Selva, Girona) Roman Villa.

8 Facilities with 5–6 presses were attested in Pont del Treball Digne -La Sagrera- (Barcelona, Barcelonès) Roman Villa.
and the start of the second century AD (Antonine period), while others would convert and diversify their production. This ensured their continuity during the second and third centuries AD (Revilla 1995, 1998, 2004a, 2015; Martín i Oliveras et al. 2017; Tremoleda 2008) (Fig. 8.4).

8.7.2 Land Use, Tenure and Ownership Management

Land use is the management and modification of natural environment into an anthropised landscape with the development of rural and urban settlements and other open areas such as arable fields, vineyards, pastures, grasslands and managed woods. It necessarily implies the distribution of land resources among the population developing different land ownership and tenure systems.

Land tenure is the legal regime in which land is owned by one or various individuals who hold the property. Land tenure and ownership management can be studied as ancient social traditions according to territoriality and kinship relationships.10

---

9 Where it concerns the management of *torcularia* and *figlinae*.

10 *Territoriality* refers to the ways in which people create and utilize landscape boundaries (both natural and constructed) to define the extent of their properties. *Kinship* refers to the web of social relationships that increases the land tenure whether by affinity (marriage) or consanguine links (inheritance).
This makes it possible to study the long-term consequences of change and development in land tenure systems and agricultural productivity.

During the Roman period the distribution of lands in conquered territories such as the Laetanian region was unequal. Some ancient properties and tenure traditions were respected among the inhabitants and ancient Iberian elites not opposed to the Romans. Notwithstanding, the Roman state’s need of land for paying veteran soldiers by *deductio* implies that land tenure changed especially during the first quarter and the end of the second half of the first century BC. It coincides with the end of some war episodes such as Sertorian War (80–72 BC), Triunviral Civil Wars (49–31 BC), Cantabrian and Asturian Wars (29–19 BC) and with the foundations dates of some main cities like *Baetulo* (ca. 100 BC), *Iluro* (ca. 80–75 BC) and the *colonia* of *Barcino* (ca. 15–13 BC). The new Roman landlords were to keep the yearly income from land exploitation as stable as possible, and solving this economic constraint supposes that in the first stage they took toward managing their own farming states. However, tenancy practices were also a good way to assure a certain economic security.

The term “tenancy” refers to a type of sharecropping arrangement in which a landowner can make full use of the property he may not otherwise be able to develop properly. A “tenant” or nonlandowner will take residency on the *fundus* and work on the land in exchange for giving a percentage of the profits from the eventual vineyard crop or winegrowing yield. In this case the landowner would extend to the farmer’s house-holding food and necessary items on credit to be repaid out of the tenant’s share. The landowner could, if he desired, charge the tenant extremely high interest on the advanced pay since there were no lending laws applicable to migrant or tenant workers at the time. This could ultimately result in the tenant owing the landowner more money than his share of the crop at harvest and forcing the farmer to be further indentured to the landowner. This practice was used frequently by landowners after slaves were manumitted (Kehoe 1997; Kloppenborg 2010; Olesti 2006, 2009; Olesti and Carreras 2012, 2013) (Fig. 8.5).

### 8.7.3 Connectivity, Transport Infrastructures and Taxation

Regional, inter-regional and extra-regional trade was a common feature of the Roman world. A mixture within state control and a free market approach ensured that consumer goods produced in one territory could be exported far and wide. Foodstuffs such as cereals and agrarian processed goods such as wine and olive oil were exported in huge quantities. The Roman Empire included regions which were completely different from one another. Notwithstanding, all of these agrarian

---

11 Approaches to profit and management in Roman agriculture.
12 Some examples of vineyard tenancy in Roman times.
13 Concerns some cases of freedmen’s social promotion and landownership’s evolution in Laetanian region during the Roman period.
regions were linked through a network of trade routes (nautical and terrestrial) that supposes an important mobility of goods and people but integrated in a larger common tax structure. All the inhabitants of these regions pay taxes directly or indirectly to the Roman state. Taxes could be raised in money, earned through regional, inter-regional or extra-regional trade, or in kind, through agrarian production surpluses obtained by the exploitation of land. Public or private investments of capital were also an important factor to take into account. When the state did not spend much money on connectivity infrastructure between the internal production centres, cities and ports, the region had to finance this deficit through the revenues obtained by the internal and the external trade of goods produced and sold.

In the case of Laetanian region, winegrowing intensification/specialisation combined with other related crafts and trade activities could develop recurrent patterns and rhythms in the forms and scale of places, spaces, connectivity and mobility of

---

**Fig. 8.5** Inputs and outputs of crop-share leased vineyard. (After Kloppenborg 2010, Fig. 6)
goods and people over time. We will consider the structure and organisation of the physical environment, the settlement patterns, the regional structure and the transport corridors, the relationships between city and countryside and the changes in the labour market within the wider context of demographic, social, and institutional infrastructure, considering issues such as the impact of migration and slavery on the economic opportunities available to the freeborn access to training, apprenticeships, and capital. We also have to consider the potential roles of work’s organisation and social relationships related such as chattel slavery, wage labour, patronage and clientelism that could have created important floating population dynamics mainly during the *vindemia* seasonal periods (Martín i Oliveras et al. forthcoming\(^\text{14}\)).


Most of the recent attempts on quantification of Roman economic activities were made on the wide-scale of the Roman Empire and have adopted a *top-down* rather than a *bottom-up* approach (Scheidel and Friesen 2009; Bowman and Wilson 2013). They often pay too little attention to territorial or chronological variation in terms of change in the forms of production, to its diachronic evolution over the time and make no attempt to identify and aggregate individual, local or regional production, as well as consumption and income distribution. On the one hand, they do not take into account the minimum level of subsistence and, on the other hand, they do not calculate the maximum surplus capacity in an intensive and specialized winegrowing production situation such as the case study we have. Here we try to show, from a necessary joint perspective, different economic formal models and demographic analyses systems that could be adopted for explaining this evolution in our different study areas and scenarios of the Laetanian region.

#### 8.8.1 The “Roman Villa” System

The “Catonian” *villa* was originally defined as an autarchic agrarian production system where its main aim was to be self-sufficient in a context of a closed economy, meaning from a theoretical point of view, that no imports are brought in and no exports are sent out. Varro and Columella both dutifully observe that agricultural production and not residential building is the main theme of an agronomical treatise, placing the agricultural activity as the productive system’s reason of being, (Wallace-Hadrill 1998). Andrea Carandini went further and presented the “Roman

---

\(^{14}\) Concerns winegrowing production and demographic dynamics in Laetanian region. Floating population dynamics are still present between some winegrowing regions of Europe and all over the world.
**Villa**” as a “bisectorial” model where the agrarian productivity and technological autarchy responds to a competitive strategy in a context of a global economy mainly regulated by market constrains (Carandini 1980, 1983, 1989a, b). Therefore, the main goals are first to cover the own needs in terms of suitability and second to generate surpluses from their agroecosystem borders for sale and trade, in terms of profitability (Gliessman et al. 2006). It supposes that every agrarian economic unit should produce the required supplies for maintenance of its own inhabitants and the population of a determined territorial scope. Most *villae* were food-production centres made up from cultivated fields, meadows and forests. Watermills, cowsheds, grain dryers, wine cellars and kilns were other typical farm facilities. Artisan activities such as pottery production and blacksmith workshops related to farming processes have been also documented. *Villae* produced wool, leather and tallow in addition to food. Hunting, fowling and fishing were also common activities and sources of food protein as well.

Slave-based *villae* existed in large numbers in Italy, but we can suppose that free peasants and tenant farmers working for *villae* were the common workforce in other provinces. The Roman institution of slavery in the empire also provided other options and incentives. Many slaves were rewarded for their good services and there were also opportunities to earn money and buy their own freedom. A promising young slave might attend lessons of specialized studies. Thus, the *domini* could bring up secretaries, accountants, administrators, and tutors for their own use or for renting them out. By the end of the second century AD, up to 80% of the Roman population were composed by old citizens, freedmen (emancipated slaves) or by their descendants and at the end of the empire most slaves worked in domestic service rather than as labourers on the agrarian properties (Dyson 2003; Johnston 2004; Bowman and Wilson 2013).

The landscape of north-west *Hispania Citerior* shows a diversity of situations. More fields were used for pasture than for crops because of the need for cattle, sheep and forage. Local people also managed the forest intensely for wood and wild products. Villages and hamlets were denser in the countryside during the Iberian period (fifth–third centuries BC) and tribal areas probably were divided into borough parcels. Each one usually had a settlement at its centre, and sometimes they were located closer to a road, stream or waterway. The Romans enhanced this agrarian system without dramatically altering it. An appropriate water source was the primary site-location factor for a villa. Cisterns for collecting rainwater and deep wells were often build and dug to ensure enough drinking and clean water for the family, labour and livestock. Clean water was also essential for watermills and eventually baths, the Roman indicator of a fully civilized life. The *villae* were also

---

15 It supposes the production of fixed assets as a precondition for to the production of exchange goods but also for trading; ultimately both situations involve a regular link with market structures.

16 An agroecosystem is the basic unit of study in agro-ecology, and is somewhat arbitrarily defined as a spatially and functionally coherent unit of agricultural activity, and includes the living and non-living components involved in that unit as well as their interactions.
related to a broader Roman economy through a system of primary, secondary and tertiary roads. These were sometimes built or maintained by *villa* owners or tenants, especially if crossed their lands.

The establishment of intensive viticulture in the Laetanian region is related to the thorough transformations brought about by the Roman conquest. Especially interesting in this sense is the existence of early wine production in the territory close to the indigenous *oppida* of the central Catalan coast, which survived until the mid-first century BC. This situation is already confirmed in the final third of the second century BC, in connection with a global transformation of the settlement patterns and the production structures probably associated with the displacement of someItalic immigrants (Miret et al. 1991; Revilla 2004b, 2010b).

Roman viticulture spread rapidly close to the change of era and throughout the first half of the first century AD, covering new territories or exploiting more intensively those spaces that were already occupied. The first evidence are placing in the north coastal area situated between the *Baetulo flumen* (Besós River) and the *Arnum flumen* (Tordera River), where the *villa* system had been strongly established since the Augustan period, organized around two *municipia*, *Baetulo* and *Iluro*, and the small *oppidum* of *Blanda* or *Blandae*. These rivers and other minor streams connected the coastal settlements with the inland territory, ensuring access to other agricultural spaces and their resources. It also affected the plain area situated between the *Rubricatum* (Llobregat River) and *Baetulo* (Besós River), where the *deductio* of the colony of *Barcino* supposes an important territorial reorganization. During the first century AD, increasing economic interests of important *gentes* from the colony would consolidate their presence in this whole area. This explains the socioeconomic development of *Barcino* over the first and second centuries AD (Rodà et al. 2005). This specific distribution responds to different ways of exploiting the territory, characterized by a particular architecture defined by a differentiated spatial planning. In general, the technology for winemaking, including several presses along with one or more tanks for collecting the must, is found in buildings close to the residential sector. But they could also be a little further away. Some *villa*ae had the agricultural and artisan sectors set apart from the residential area. In some places, however, there is evidence of the simultaneous storage of a cereal production, either for personal use or for trading (Revilla 2011–2012). Some of these establishments had also a pottery workshop where *amphorae* and other ceramic products were made. So far over 90 *figlinae* have been identified in the NE of *Citerior*’s province and almost 50 of them are located in the Laetanian region (for *figlinae* see Tremoleda 2008, 116, Fig. 2 and Martín i Oliveras et al. 2017, 221, map 1; for *torcularia* see Revilla et al. 2008–2011, 88, Fig. 2 and Martín i Oliveras et al. 2017, 222, map 2). These features suggest that these were places given over to intensive and specialized work processes forming part of a production structure organized from elsewhere, possibly a nearby *villa*. Indeed, some buildings were occupied only seasonally during certain phases of the agricultural cycle (Burch et al. 2005; Revilla 2010a).17

---

17 With some examples of secondary winemaking productive settlements.
The Roman villae documented in Laetanian region were often settlements with a former occupation in an already intensely farmed landscape. These settlements took the form of large investments and technological improvements enhancing the economic structure which included the transport of raw materials and the transformed goods to distant and large markets. The primary early-Roman modifications were technical and technological improvements, which often meant an intensification of agrarian production and its orientation towards a proto-market economy. One of the major technological innovations was a bigger plough, which could break up the heavier soil. This new plough cut deeper into the soil, and the peasant could regulate its depth. It was usually pulled by two to eight oxen. Other techno-functional innovations on cultivation, tools and machinery for transforming processes were applied in different intensive cash-crops as winemaking production activities (Martín i Oliveras 2012, 2015a, b). The results of these innovations were the spread of vineyards, the emergence of large estates with great winemaking facilities, population growth and wealth increase with the large-scale surplus of food produced and trade.

8.8.2 Boserup’s Model of Population Growth and Agricultural Intensification

Archaeological conceptions of agricultural productive intensification during the Roman period related to the abandonment of subsistence model, the rise of an intensive agrarian production, the spread of large-scale trade, the population’s growth and the development of social complexity in an open economy context are still an unresolved debate, and there are different explanations for it.

Boserup’s model claims that intensification of production refers to an increase in the productive output per unit of land or labour (Boserup 1965). This increase may be achieved in a number of different ways. The variables that held constants are: land, in reference to capacity of food production on a given area by agriculture, hunting, fishing or gathering; labour, in reference to workforce needed for increasing efficiency in yields, craft production and so on; and the capital, necessary for investments and maintenance of transforming facilities and technology (tools and machinery). Alternate temporal parameters as compulsory fallow for grain crops or growing and mature periods for viticulture, are also important factors to take into account in the economic strategies adopted for obtain an optimal amount of productive diversity or specialized intensive production. Boserup’s model also defines population pressure as a pushing force driving intensification of agricultural production and, at the same time, as a resilience factor for balancing the change in land, in order to guarantee its sustainability.

On the contrary, the Malthusian proposal defends an agroecosystem collapse (Malthus 1798). Thus, while Malthus saw land and particularly the availability of arable soils as limiting factors in terms of frequency of cropping for the increase in production that eventually would be outstripped by a decontrolled growing popula-
tion, Boserup turned the double production-population pair around the land and labour use along an adaptable extensive-intensive continuum (Rubin 1972). Other variables such as the technical or technological advantage in cultivation systems, the diversity of crops such as productive strategies, the importance of mobility and the access to resources can contribute to sustain a growing density of population by the intensification of production (Morrison 1994).

The notion of population pressure is also associated with agroecosystem carrying capacity. The calculation of carrying capacity requires the specification of two main concepts related to environmental potential and agro-economic pattern (Dewar 1984). Then, agricultural productive intensity is not only a simple consequence of human-land ratios. Decisions taken by producers to intensify or extensify crops to face contingent conditions or negative factors such as bad harvests by adverse climatology; non-availability of labour due to wars, plagues or diseases; increase of land rents by increase in taxes and prices; fluctuations of internal or external demand, increase or decrease in costs or sales prices; and so on respond rather economic strategies than changes in population size. It does not mean that demographic factors are not important, but they may be affected by other proximate factors and constitute only one aspect of human productive organization. Human populations possess not only size but also structure, so that population size and growth rates will be determined by age-specific fertility and mortality rates. In age-structured populations the distributions of various age groups and the nature of the domestic cycle impinge directly on the organization of labour. Other factors as the social condition either as free citizen, freedman or slave, the administrative situation and relationships between owner and tenant, master and servant, patron and client, will be determinant for an overall analysis of the population dynamics and the social relationships. Thus, from a socioeconomic point of view, these dynamics and relationships must be considered an aspect of the organization of labour and consumption. Often intensification or specialization practices were applied to only a part of the total productive system, specifically to the part obtaining high revenue, having an ideological or ritual significance (e.g. wine as a sacred, prestige or consumption good), or were used in large-scale social or political loans as the annona system for supply grain, meat, wine and olive oil to the Roman army and the inhabitants of Rome (Pavis d’Escurac 1976; Remesal 1990; Sirks 1991), although wine apparently seems was not included in the annona until the reign of Aurelian (270–275 CE; Conison 2012).

8.8.3 The Agency-Oriented Winegrowing Specialization Production Model

The agency-oriented model adopted for explaining the spread of vineyard cultivation and vine-growing specialization system in the Laetanian region during the Roman period (first century BC to third century AD), is an applied version of the
Heckscher-Ohlin-Samuelson economic model (Heckscher 1919; Ohlin 1967; Samuelson 1948, 1953–1954). This model combines the theoretical insights of the Adam Smith’s principle of absolute advantage (Smith 1776), that refers to the ability of a party or territory to produce a greater or most efficient quantity of a good, product, or service than competitors, using the same amount of resources; with the ‘Ricardian’ principle of comparative advantage (Ricardo 1817), that considered what goods and services a party or territory should produce, and suggested what they should specialise by allocating their scarce resources to produce goods and services for which they have a comparative cost advantage. Thus, there are two types of cost advantage, absolute and comparative. Absolute advantage means being more productive or cost-efficient than another territory whereas comparative advantage relates to how much productive or cost efficient one is than another. All of these are in a context of a “Boserupian” pushing force of increasing population densities that triggered more intensive land use and a “Smithian” market pulling force exerted by an overseas demand for wine which induced the reallocation of land and labour towards vine-growing specialization and more capital investment in larger wine-making production centres. According to it, vine-growing specialization would have developed in the territories with more favourable factor endowments to meet the increasing demand for wine. Thus, vines tended to spread where land and labour endowments were more suitable. However, there are a set of driving forces to be considered. Some of them can be regarded as naturally given, such as agro-climatic conditions. Others depended on human agency, like migrations that changed population densities or the readiness of many landless peasants to invest their labour force in own tenancy. This could be an important factor to explain the evolution in the productive forms and in the land use changes.

This agency-oriented model of land-use change combines what environmental historians and geographers call first-nature and second-nature variables. While agro-climatic endowments are first-nature factors, the dynamic interaction between the other variables becomes a set of second-nature drivers including time-distances to the nearest seaport (network analysis), that is taken as a proxy for the market-pulling force (Badía-Miró and Tello 2014; De Soto 2010).

What eventually really matters is the combination between them. Except for the demand, all variables had to move along a specific range of values, higher than a minimum but not exceeding an upper level, so as to fit with the rest in a suitable

---

18 The Heckscher-Ohlin-Samuelson economic model features that the best effective combination of relative factor endowments such as a favourable agroecological conditions, suitable factors of production (land, labour and capital), high technical expertise in the production processes, availability for applying technological advances and a good transportation network can determine that a comparative advantage arises. Territories have comparatives advantages in those goods for which the required factors of production are relatively abundant or suitable. This is because the profitability of goods is determined by input costs. Goods that require conditions and inputs that are locally abundant will be cheaper to produce than those goods that require inputs that are locally scarce. Technical expertise and technological advances can contribute also that these comparative advantage improves being even determinant.
economic factor endowment. Local suitability to vine-growing was the outcome of a myriad of decisions taken by a lot of people interacting in a given set of challenges and opportunities which in turn they transformed. This agency-driven impulse set in motion self-reinforcing processes of vineyard planting works, and some technical advantages could be established within them. Planting vines in bush/head training system using the alveus/goblet technique without trellis infrastructure combined with the spur pruning system supposes an important technical advantage which favours both grape’s productivity and harvesting efficiency (Martín i Oliveras 2015b, Figs. 16 and 17).¹⁹ In this sense, Columella (De Arboribus IV, 1–2) indicates that these efficient planting and pruning systems were already used by Carthaginians and were adopted in Hispania by native peasants and Italic colonists. André Tchernia hypothetically proposes that during the Roman period the Laetanian vineyards planted and pruned with these techniques were maintained at a height of between one Roman foot and a half (44.4 cm) and three Roman feet (88.8 cm). This fact facilitates the recollection and increased the labour productivity during the harvesting, improving its performance and reducing the production costs greatly. According to the same author, this fact, combined with strong investments in processing and storage facilities and in applying technology (tools and machinery), would explain in large part the great production capacity and the strong competitiveness of the Laetanian wines (Tchernia 1986; Martín i Oliveras 2015b).

This winegrowing specialization stops when one or several key variables exceed or diminish certain threshold values, for example, reaching population densities higher than the ones capable to be sustained by a still mainly agrarian economy, exhausting the marginal lands available for planting vineyards or dropping the external demand of wine and derivatives due the irruption of more competitive producers. The result is a dilemma. Or local economies have to start a structural change for returning to an autarchic self-sufficient system in resilience, in which demographic surpluses have to emigrate towards other places; or either they have to expand towards new economic activities. It should be noted that this agency-oriented model was previously applied by economic historians in a cross-sectional analysis in the same territory in a similar context of wine-growing specialization in the mid-nineteenth century, basing on the theoretical comparative advantages, factor endowment and the impact of trade openness to international markets (Tello et al. 2008; Tello and Badía-Miró 2011; Badía-Miró and Tello 2013, 2014) (Fig. 8.6).

¹⁹The head-trained and spur-pruned training system was one the most ancient vines driving techniques employed. Traditionally it was used in the coastal vineyards as well as in the foothills and interior valleys because it was inexpensive and very easy to manage because it did not need trellis infrastructure. An additional advantage to this system was that it could be cross-cultivated for weed control, a very important water conservation tool in non-irrigated vineyards (Tchernia 1986; Togores 2003; Martín i Oliveras 2015b).
8.8.4 The Taxes-and-Trade Model

Hopkins’ *taxes-and-trade model* is a good point of departure for a further research on production and distribution economic dynamics. Insofar as it takes into account the fact that the ancient economy was in constant flux, it could be useful to analyse long-term changes and be versatile enough to accommodate local circumstances. Substantial growth in the scale of an economy is impossible without quantitative and qualitative changes in the means of production. Economic success often is matched by a growth in population. Hopkins thinks that regional trade was mainly in raw materials and foodstuffs in bulk and interregional, interprovincial and international trade were processed food products, consumer and luxury goods. He also calculates, from a macroeconomic point of view, that the Roman state needed an amount of capital about 825 million sesterces every year in the first century AD. This money was raised mainly in the form of direct and indirect taxes, and these represented 10% of the value of all economic activities in the Early Roman Empire, and they do not seem to have increased over time (Hopkins 1978; Duncan-Jones 1990; Kehoe 2013).

The “Roman villa” system, considered as an agricultural economic phenomenon with a tendency to intensification and specialization in the production and commercialization of larger cash-crop surpluses, reflects a profit mentality that exploited the accessibility to a larger distributive markets resulting in the lowering of production and transportation costs combined with the development of empire-wide political and economic institutions in which taxation plays a central role. This taxation
affects the vine-growing and winemaking production and trade and all the stages of the productive function such as land tenure, yields, sales, revenues and so on. The internal relationships and the tensions generated by the competition for the control of the wealth and the resources by the state, civic communities and private individuals will be the key issue to understand its evolution and the changes over the time. The fact is that there was extensive Roman commerce and trade accompanied by a highly sophisticated law body to regulate it. The provinces were to carry on the heavy weight of administering the Empire. Roman state imposed a considerable number of indirect taxes, in particular customs and some taxes on trade – *portoria*. There were also crop taxes of 1/10 – *decima vectigalis* – for grain (Cic. *Verr.* IV-103: “agros populo Romano ex parte decima... vectigalis fuisse”); 1/5 – *quinta vectigalis* – for wine and olive oil; sales taxes of 1/100 – *centesima rerum venalium*; property tax; emergency tax; and so on, but the burden of taxation was distributed unevenly across the economy. Other issues related to land tenancy levied the crop yields and the incomes as leases and the share-cropping practices where the yield was proportionally split between landowner and tenant. These rents could oscillate around 50% of the yields, depending on the region and the product produced (Van Minnen 1998).

### 8.9 Discussion and Conclusion

There is a relationship between the processes of agrarian intensification and specialization, which are evident in the field of viticulture, and the structure and dynamics of settlement and population. These processes seem to promote the occupation of new spaces in specific territories on a regional scale. Ancient Laetania’s viticulture seems to provide a good case study research.

The application of economic theory concepts could be an important tool to calculate production costs on the study of different systems of production, packing, shipment and distribution of wine. The evolution of supply and demand is determined by changes in consumption and in markets. Thus, a change of commercial orientation necessarily implies changes in the production system as well as in the system of transport and distribution of the product.

Demographic studies can also help us to calculate the amount of population, its distribution and its fluctuations over the time, trying to identify the causes of increases or decreases as regards the quantification of self-consumption needs, available workforce and hand labour division.

The extension of new productive forms requires a minimal amount of labour, necessary for the functioning of the agricultural and artisanal productive function with a complex technology and the extension of the crops. In turn, this economy can boost population growth and generate processes of increasing socio-economic inequality and the promotion of some social groups as a result of an uneven distribution of incomes and wealth generated. Part of this population growth can be evidenced by the intensification and unequal density of rural habitat and urban
population growth, though it is hardly perceptible through the data provided by archaeological record.

The unequal extent of new economic forms of production along with other factors, not only the administrative ones, can help us to understand the different evolution of some cities and secondary settlements, in particular their function with respect to a territory and its demography, and to deepen into the global analysis of the urbanization process of the region.

Therefore, regional variability is one of the key points in understanding the changing patterns of rural settlement of any ancient historical period. Intra-regional and extra-regional economic networks seem to have been an important catalyst of specific interaction between agroecosystem and population in the ancient Laetanian region as regards the evolution of settlement patterns (urban and rural), land use, tenure, ownership management and labour division as well.

The level of dependence of the rural population of a given area in the regional market, respect the local urban centres and their subsequent screening in foreign markets, in our case study Western Europe and the Italian peninsula and Rome itself, are matters that respond to a series of socio-economic patterns and behaviours which are likely to be studied and modelled economical & econometrically.

The wide utilization of mathematics, statistics and linear programming models allows us to analyse, interpret and make predictions, regressions and reconstructions about the evolution of an ancient economic system, in relation with potential calculation of crop yields, the consumption level, the productive surplus susceptible of being traded in external markets and the study of several variables as the sales prices, the market reactions, the production trade and transportation costs, the business tendency and the consequences of economic policies in the socio-political affairs.
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Chapter 9
The Role of Forts in the Local Market System in the Lower Rhine: Towards a Method of Multiple Hypothesis Testing Through Comparative Modelling

Eli J. S. Weaverdyck

Abstract This paper analyses rural settlement patterns in the Lower Rhine frontier zone to elucidate the role of forts in the rural economy. Von Thünen’s model of rural marketing suggests that market centres attract intensive cultivation, making them identifiable through spatial analysis of rural settlements. Environmental factors that influenced production capacity, however, can also be expected to exert a strong influence on settlement location, so a multivariate method of spatial analysis is necessary. Using a process of comparative modelling with logistic regression analysis, I test the hypotheses that rural settlements responded to the location of market centres, both civilian and military. I use univariate analysis of settlement territories to identify influential local environmental factors and combine these into a logistic regression model. Then I add a market potential (MP) variable that quantifies the accessibility of marketing opportunities from any location within a market system to see if this factor also shaped settlement patterns. Finally, I vary the centres included in the MP variable to determine whether rural settlements responded to the locations of forts in addition to civilian centres. I find that forts did not generally attract settlements and conclude that smallholders sold their produce primarily in civilian market places.

Keywords Rural marketing · Lower Rhine frontier · Location analysis · Logistic regression analysis · Landscape archaeology
9.1 Introduction

In the first and second centuries CE, the Roman Empire established a network of military bases stretching from the mouth of the Rhine to the mouth of the Danube. In addition to the soldiers, their families as well as merchants and craftspeople who depended on the soldiers’ salaries for their livelihood lived around these bases. While imperial officials arranged for the provision of rations to soldiers, their demand for supplementary goods and the needs of the civilians would have been filled through other mechanisms. If this included market exchange between soldiers and local peasants, military bases would have provided important opportunities for locals to engage in commerce and tap into empire-wide networks of exchange (for a more detailed account of the roles of peasants in Roman frontier economies, see Weaverdyck 2016, 1–22).

Recent scholarship in the lower Rhine *limes* zone has contributed significantly to our understanding of the economic relationship between the soldiers who manned the forts and the people living in the countryside (Groenhuijzen and Verhagen 2015; Groot 2008; Groot et al. 2009; Groot 2016; Joyce and Verhagen 2016; Kooistra 1996, 2009; Kooistra et al. 2013; Van Dinter 2017; Van Dinter et al. 2014; Verhagen et al. 2016b; Vos 2009). The question of rural marketing in particular has been studied using zooarchaeological remains (Groot 2016; Groot et al. 2009). In particular, Wouter Vos has argued that the military bases and their attendant settlements acted as local market centres (Vos 2009, 226–229). These studies have not only thrown the impact of the military in the area into sharp relief; they have also highlighted the agency of the local inhabitants in seizing the market opportunities afforded by the presence of soldiers. At the same time, there are some indications that the rural inhabitants might not have been in particularly close contact with the soldiers on a day-to-day basis. Network analysis has revealed that most local travel occurred well south of the major military highway (Groenhuijzen and Verhagen 2015). This contribution seeks to shed new light on the problem using location analysis.

Locations of settlements can provide evidence for marketing practices because distance constrains marketing opportunities. Transportation costs in time, money, and other resources can make it impossible for producers to sell their products in certain places. Similarly, if the sale of products is important, production will occur in locations close to markets. The spatial relationship between production and markets was first rigorously studied by Von Thünen in the nineteenth century. His famous model of an isolated market place surrounded by concentric rings of land use of declining intensity remains influential in archaeology today (Bintliff 2002; Casarotto et al. 2016; De Neeve 1984; Goodchild 2007, 31–35; Morley 1996; Patterson 2004. For critiques, see Horden and Purcell 2000, 115–122 and Witcher 2008). Von Thünen’s basic insight was that the combination of the price of a crop, its production cost, and its transportation cost would encourage the intensive cultivation of land nearest to the market (Von Thünen 1966 [1842–1850]; Haggett 1965, 161–167). Because the actual crops produced and the precise agricultural strategies of ancient agriculturalists are difficult to determine, settlement density is sometimes used as a proxy indicator for intensity of cultivation (e.g. Casarotto et al. 2016; Patterson 2004).
Of course, transportation cost varies depending on the product being moved, and this has important consequences both for the spatial distribution of production and for the economic strategies of producers. For instance, many animals can transport themselves and require only a herder. While grain is bulky and must be carried, it also preserves well, so the transport of grain need not be frequent if one can invest in storage facilities. Fresh fruits, vegetables, and flowers, on the other hand, are lighter, but spoil quickly and so must be moved as soon as they are harvested (Morley 1996, 86–90 collects literary evidence for the production of perishable goods near Rome). In addition, these products require greater inputs of labour than grain. This makes the production and sale of perishable goods more advantageous for small-scale producers who lack the capital to invest in storage but often have surplus labour (see Weaverdyck 2016, 4–7 with literature for peasant production and marketing strategies). Thus, a high density of settlement near market centres implies not only the existence of market production but a type of market production that is highly sensitive to transportation costs, which in turn suggests that smallholders may have been directly involved in the sale of their own produce.

However, these smallholders relied on their own production for a large portion of their sustenance. The ability to sell a surplus would have been less important than the ability to produce enough to survive, so it would be unrealistic to expect the density of settlements in the Lower Rhine to simply decline with distance to markets without taking into account the productive capacity of the landscape.

This paper employs a method of location analysis and comparative modelling that is designed to detect the influence of rural marketing under the assumption that it would have been subordinate in importance to production. The method was first developed to analyse rural settlements in central Moesia Inferior, but it is applicable to any context where a large number of rural settlements can be distinguished from potential locations of exchange (Weaverdyck 2016). It relies on statistical models that attempt to distinguish between locations that contained an ancient settlement and those that did not on the basis of environmental factors. First, the factors influencing production are identified through univariate analysis of settlement territories—discs centred on settlement locations with a fixed radius. Then, these factors are used to create a multivariate logistic regression model, and the fit of the model to the data is measured. Finally, a market potential variable is added to the model to see if it significantly improves the model’s performance.

This method also allows for different, specific hypotheses about the marketing system to be tested. The hypothesis under examination is that military bases on the Roman frontier acted as markets for the local producers living in the nearby countryside, making proximity to forts desirable. For each chronological period, I construct two market potential variables: one that includes forts and one that includes only civil settlements. The one that has the greatest positive impact on model performance can be understood to be the closest approximation of ancient reality. If neither improves on the performance of the baseline model, it can be concluded that marketing did not significantly influence settlement locations, either because marketing itself was not important or because the market relations were not meaningfully constrained by transportation costs at the current scale of analysis.
This type of narrowly focused analysis has been referred to as a “scaffolding model” (Llobera 2012, 503–505). The goal is not to create an overarching model of the rural economy in Lower Rhine region, but to investigate one particular aspect of the economy – marketing – and specifically the role of forts within it. To accomplish this, I take advantage of one of the inherent strengths of quantitative modelling: the ability to rigorously compare the empirical support for competing hypotheses (this advantage has long been recognized. See, e.g. Gaffney and Van Leusen 1995, 370; Kvamme 1988, 386; Verhagen and Whitley 2012, 83). All modelling requires that potentially important factors be transformed into measurable variables, and modellers will often experiment with a variety of transformations to choose the one that produces the most statistically meaningful results. This makes it more likely that the resulting model will be useful in distinguishing areas that were preferred for settlement (e.g. Kay and Witcher 2009; Tourneux 2003; Verhagen et al. 2013). In the present case, the influence of marketing is transformed into market potential variables in accordance with specific hypotheses. If the resulting models fail to effectively identify preferred settlement locations, this too is a meaningful result in that it shows the underlying hypotheses lack empirical support in the currently available data (Weaverdyck 2016, 30–34).

9.2 Data

Data suitable for spatial analysis have recently been compiled by Philip Verhagen, Mark Groenhuijzen and Jamie Joyce as part of the project “Finding the Limits of the Limes”. They consist of a palaeogeographic reconstruction of the lower Rhine and a geographic database of archaeological sites dating from the Late Iron Age to the Late Roman period. The palaeogeography of the region was reconstructed by Mark Groenhuijzen using the methods published by Van Dinter (2013). Ancient landform units are represented by polygons in a shapefile. The archaeological data are based primarily on the records of the Netherlands’ national archaeological database, ARCHIS. When individual find spots were located within 250 m of each other, they were aggregated into a single site represented by a point at its centroid (Verhagen et al. 2016a). Settlements and potential market centres were identified on the basis of finds and features. These were categorized as castra (legionary camp), castellum (auxiliary fort), vicus (civil settlement), cult site, or rural settlement. In addition, two civil settlements were classified as cities in specific periods. The canabae, the civil settlement that surrounded the castra in the Middle Roman A period, is treated as a unique type due to its great size. The functional categorization of sites was not exclusive; a site could simultaneously be a castellum and a civil settlement, for example. Crucially, this allows both forts and their attendant military vici to be included as distinct entities within the analysis even when they occupy the same location.

Verhagen et al. (2016) calculated the chronology of the sites using a combination of aoristic analysis and Monte Carlo simulation. This resulted in a dataset that allows for the selection of precisely dated sites, ideal for statistical analysis aiming
to understand diachronic change. As in Verhagen et al. (2016a), sites where the probability of 10 or more finds coming from a specific period is greater than 50% were selected for this analysis. The date ranges of the chronological periods, the total number of sites, and the number of rural settlements in each period, divided by zone, are presented in Table 9.1.

### Table 9.1 Periodization and archaeological sites

<table>
<thead>
<tr>
<th>Period</th>
<th>Date range</th>
<th>Sites</th>
<th>Rural settlements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Late Iron Age</td>
<td>250–12 BCE</td>
<td>C: 141 E: 126</td>
<td>C: 137 E: 123</td>
</tr>
<tr>
<td>Early Roman A</td>
<td>12 BCE–25 CE</td>
<td>C: 138 E: 111</td>
<td>C: 131 E: 97</td>
</tr>
<tr>
<td>Early Roman B</td>
<td>25–70 CE</td>
<td>C: 163 E: 130</td>
<td>C: 153 E: 116</td>
</tr>
<tr>
<td>Middle Roman A</td>
<td>70–150 CE</td>
<td>C: 233 E: 197</td>
<td>C: 222 E: 177</td>
</tr>
<tr>
<td>Middle Roman B</td>
<td>150–270 CE</td>
<td>C: 248 E: 224</td>
<td>C: 237 E: 208</td>
</tr>
<tr>
<td>Late Roman A</td>
<td>270–350 CE</td>
<td>C: 158 E: 128</td>
<td>C: 153 E: 118</td>
</tr>
<tr>
<td>Late Roman B</td>
<td>350–450 CE</td>
<td>C: 176 E: 144</td>
<td>C: 170 E: 133</td>
</tr>
</tbody>
</table>

Periodization from Verhagen et al. (2016a, Table 1)
C: Central River Area, E: Eastern River Area

9.3 Methods

If the locational tendencies of rural settlements are to be used to elucidate marketing behaviour, it is necessary to understand and distinguish the other factors that influence settlement location. Assuming that most rural settlements relied on their own production for the majority of their sustenance, the productive capacity of the landscape must have exercised a powerful influence on settlement location decisions. Other factors, such as security from human and natural threats, might also have influenced settlement location choices, but they are excluded from this analysis for the sake of simplicity. Productive capacity depends on the physical characteristics of the environment as well as the social characteristics of the cultivators, which include the available technology, labour, and the particular goals and strategies of each household. Rather than try to anticipate the relevant combinations of these factors to model productive capacity, I take an inductive approach that identifies influential environmental factors by analysing their prevalence in settlement territories, building on a method developed in the 1990s during the Archaeomedes project (Van der Leeuw 1998, 2003) and extended by Verhagen et al. (2013).

9.3.1 Settlement Territories

Two different sizes of territories were used in this analysis consisting of simple circles with radii of 0.5 and 1.5 km. The former distance is based on the results of earlier cluster analysis which identified particularly tight groupings at this distance.
These territories would contain an area of just under 80 ha, which is a reasonable estimate of the maximum size of a smallholding (Nuninger et al. 2016). The latter distance is based on Chisholm’s cross-cultural investigations showing that the amount of labour invested in fields tends to drop sharply beyond 1–2 km from the settlement. A territory with a radius of 1.5 km represents the area that is likely to contain the fields worked by the inhabitants of a settlement, rather than the extent of a contiguous estate. No attempt was made to avoid overlapping settlement territories. Since it is impossible to prove exact contemporaneity of nearby settlements, and because land can change hands, an exclusive assignation of territory to a single settlement is unrealistic.

### 9.3.2 Study Areas

The study area was divided into three zones to homogenize the environmental constraints experienced by the settlements within each zone as much as possible. These were identified based on a cluster analysis of the palaeogeographic units within 20 km of sites (Verhagen et al. 2016a, Fig. 2). The western zone contains large areas of uninhabited peat and few archaeological sites, possibly as a result of fluvial activity in the area. The central zone is characterized by broad floodplains interspersed with levees, and the eastern zone is characterized by large areas of sandy soil interspersed with levees. Because of the scarcity of archaeological sites in the western zone, and because of the large areas of uninhabited peat, only the central and eastern zones are included in this analysis (Fig. 9.1).

In order to learn about settlement preferences, settled locations are compared to the total area that was available for settlement. Large swathes of the study area were uninhabitable, and these must be eliminated before the other factors influencing settlement location can be identified. To identify the habitable area, all landforms that contained no archaeological sites were eliminated. Thus, tendencies observed in settlement locations cannot be explained by the impossibility of living on certain landforms.

### 9.3.3 Univariate Analysis

In this first stage of analysis, the locations of settlements are compared to all the areas available for settlement. The landform classification system was simplified to combine landforms with similar agricultural capacities as described by Verhagen

---

1 Some of the sites included in the western zone by the cluster analysis were included in the central zone here because they were geographically contiguous with the rest of the sites in the central zone.

2 Eliminated landforms include oligotrophic sphagnum peat dome, mesotrophic peatland, eutrophic peatland, salt marsh, estuary, open sweet water, and Roman river.
**Fig. 9.1** The study area in the Middle Roman A period. (Courtesy of Mark Groenhuijzen)

**Table 9.2** Simplification of palaeogeographic landforms and walking coefficients

<table>
<thead>
<tr>
<th>Specific landform</th>
<th>Simplified landform</th>
<th>Walking coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>High floodplain</td>
<td>Floodplain</td>
<td>1.5</td>
</tr>
<tr>
<td>Low floodplain</td>
<td>Floodplain</td>
<td>1.8</td>
</tr>
<tr>
<td>Rivers and streams</td>
<td>Fresh water</td>
<td>20</td>
</tr>
<tr>
<td>Medium high levee</td>
<td>High levee</td>
<td>1.2</td>
</tr>
<tr>
<td>High levee</td>
<td>High levee</td>
<td>1.2</td>
</tr>
<tr>
<td>Low levee</td>
<td>Low levee</td>
<td>1.2</td>
</tr>
<tr>
<td>Residual gully</td>
<td>Low levee</td>
<td>1.5</td>
</tr>
<tr>
<td>Eutrophic peatland</td>
<td>Peat</td>
<td>1.8</td>
</tr>
<tr>
<td>Mesotrophic peatland</td>
<td>Peat</td>
<td>1.8</td>
</tr>
<tr>
<td>Oligotrophic peatland</td>
<td>Peat</td>
<td>1.8</td>
</tr>
<tr>
<td>Cover sands</td>
<td>Sands and fluvial terraces</td>
<td>1.2</td>
</tr>
<tr>
<td>Fluvial terraces</td>
<td>Sands and fluvial terraces</td>
<td>1.2</td>
</tr>
<tr>
<td>High Pleistocene sands</td>
<td>Sands and fluvial terraces</td>
<td>1.5</td>
</tr>
<tr>
<td>River dune</td>
<td>Sands and fluvial terraces</td>
<td>1.2</td>
</tr>
</tbody>
</table>
et al. (2016a). This simplified classification is shown in Fig. 9.1 and in Table 9.2. Each simplified landform was converted from the polygon shapefile to a raster with 10 m resolution. Cells containing that landform were coded 1, and the others were coded 0. The Focal Statistics tool in ArcGIS Pro 10.2.1 was used to calculate the number of cells within 500 m and 1500 m of each cell that contained the landform. This was then converted to a percentage of the entire territory around that cell.

The Kolmogorov-Smirnov (K-S) test was used to compare the portion of settlement territories covered by each landform to the landscape as a whole. The K-S test is a non-parametric test that is able to compare continuous variables from two samples with radically different sizes (Wheatley and Gillings 2002, 136–142). This makes it an excellent tool for comparing the environmental context of archaeological sites to the entire study area (Kvamme 1990). While the K-S test identifies significant differences between settlements and the territory as a whole, it does not show the magnitude or the direction of difference. Effect size was measured using Vargha and Delaney’s A estimate (Vargha and Delaney 2000). This test has been shown to be more robust than other measures of effect size with non-normal data (Li 2016). It estimates the likelihood that a randomly selected case from one population will have a higher score on a certain variable than a case randomly selected from another population. If the two populations are identical, the statistic will be 0.5. If all of the members of the first population have higher scores than every member of the second population, the statistic will be 1, and if the opposite is true, it will be 0. Variables with a $p$ value less than 0.05 on the K-S test were selected for inclusion in the multivariate analysis.

### 9.3.4 Multivariate Analysis

In the second stage of analysis, the variables identified as significant through univariate analysis were combined into a “postdictive”, baseline model using logistic regression analysis. This baseline model attempts to distinguish locations with settlements from those without by using only the quantities of landforms found in the surroundings of those locations. Next, a second model was created using the same landform variables as in the baseline model with the addition of a variable quantifying the location’s access to marketing opportunities, a market potential (MP) variable. Improvement in the performance of the model suggests that those marketing opportunities affected the desirability of a location for settlement.

The use of logistic regression analysis to study archaeological settlement patterns is well established (Kohler and Parker 1986; Kvamme 1988; Warren 1990;
Warren and Asch 2000; Woodman 2000; Woodman and Woodward 2002). The method is able to quantify the relationships between a number of independent variables of different types and a single, binary, dependent variable. In short, it calculates the probability between 0 and 1 that a location with certain characteristics contains a settlement. It also assigns a coefficient to each independent variable expressing whether an increase in that variable makes a settlement more or less likely, as well as a $p$ value quantifying the statistical significance of each coefficient.

The root mean square error (RMSE) was used to measure model fit and has the advantage of being relatively simple and intuitive. Locations with a settlement are given a value of 1, and those without a settlement are given a value of 0. The probability of that location being a settlement as calculated by the model is subtracted from this value, and the difference is squared. The RMSE is the square root of the average of these squared errors. RMSEs are calculated for the baseline models and for models containing each of the four MPs in addition to landform data. Improvement is measured as a percentage of the baseline RMSE. The MP variable that improves model performance the most is the most important result.

9.3.4.1 The Dependent Variable

Logistic regression analysis uses a binary response variable, in this case either settlement or non-site. It would be inappropriate to compare settlement locations to the entire habitable zone used in the univariate analysis described above, as this includes places that were settlements. Logistic regression analysis also works best when the numbers of observations in each category are roughly similar. Therefore, for each time period, 250 non-sites were created. Because sites represent an aggregation of find spots within 250 m of each other, non-sites were restricted to areas that are more than 250 m from a settlement. This made it necessary to create separate sets of non-sites for each chronological period.6

With only 250 non-sites, the results could potentially reflect the characteristics of a particular set of these points rather than settlements. Therefore, for each time period and zone, five different sets of non-sites were constructed. By combining each set of non-sites with the settlements, five unique datasets were constructed for each period and zone, and the entire modelling process was performed on all five. If the same MP variable improves model performance the most in all five datasets, the result is likely to reflect the locations of settlements rather than non-sites.

---

6 There is a chance that non-sites fall in areas where settlements existed but have not yet been discovered. The problem can be mitigated by analysing research and taphonomic biasing factors and subjecting non-sites to the same biases, but this was outside the scope of this project (Weaverdyck 2016, 125–130).
9.3.4.2 The Independent Variables

Landforms

The landform variables analysed in the first stage of analysis pose challenges for logistic regression because some are likely to be correlated. This is both because they are measured in terms of percentage of territory – and therefore must all sum to 100 – and because the processes by which they were formed cause the spatial relationships between them to follow certain patterns. This was confirmed by calculating correlation matrices using the Collect Band Statistics tool in ArcGIS Pro. In order to arrive at truly independent variables that capture the character of settlement territories, principal component analysis (PCA) was performed on each dataset of settlements and non-sites. The principal components (PCs) that account for over 90% of the variance were used to construct the baseline models.

Market Potential

Unlike landforms, the accessibility of marketing opportunities was measured at the location of the settlement rather than in a territory around it. MP variables were constructed using the archaeological dataset and least cost surfaces calculated from the palaeogeographic reconstruction. Market potential is a measure of the relative accessibility of marketing opportunities from any given location. It varies directly with the population or purchasing power of market places and inversely with the distance to those locations. The advantage of using market potential over simple distance measures is that it accounts for the accessibility of all markets in a system, not just the closest one. Two versions of the MP variable were calculated for each chronological period: one that included only cities, civil settlements, and cult sites and a second that included forts as well. In the Early Roman A and Middle Roman A period, further variations on these MP variables were also calculated (see below).

Without reliable data on population or purchasing power, it is necessary to assign weights that capture their relative importance to different types of market centres in the system (Table 9.3). Cult sites, which might have hosted periodic markets but had no large, permanent population, are given a weight of 1. Civil settlements – places of permanent habitation with some evidence for permanent population larger than rural settlements – and castella are given a weight of 5. This is based on the average size of auxiliary forts (1.4–3.2 ha for infantry cohorts and up to 6.1 ha for cavalry alae; Hanel 2007) and on the size of the vicus at Kesteren (4.5–5 ha; Groot 2016, 53).

---

7 The correlation coefficient varies by zone and territory size, but high and low levees are negatively correlated with floodplains in the central zone and with sands and fluvial terraces in the eastern zone.
8 This use of market potential is inspired by Jan De Vries’ use of urban potential in the study of early modern European urbanization (De Vries 1984, 154–67).
There are two places that, at different times, might be termed cities: Oppidum Batavorum on the Valkhof in Nijmegen was the capital of the Batavi in Early Roman periods and occupied an area of around 20 ha. Ulpia Noviomagus in the Waterkwartier in Nijmegen was built after the Batavian revolt and remained an important city throughout the Middle Roman period. Its built-up area was between 35 and 40 ha, but more of this space was occupied by monumental buildings than was the case at Oppidum Batavorum (Willems and Van Enckevort 2009, 69–79). Since precise sizes fluctuated through time, it seems best to give these two cities the same weight of 25, five times the weight of the civil settlements.

A castra (legionary fortress) was present at two different periods: the Early Roman A period and the Middle Roman A period. The Augustan period castra covered 42 ha, but was only in use for a few years – possibly less than a decade – and seems not to have been accompanied by a civilian settlement (canabae) (Kemmers 2007; Willems and Van Enckevort 2009). The brief period of its occupancy makes analysis complicated, so two alternative reconstructions were tested. In the first, the fortress is given a weight of 25 because its size is of the same order of magnitude as Ulpia Noviomagus. In the second, it is excluded altogether because of its brief occupation.

The second, a Flavian period legionary camp, was only 16 ha, but it was surrounded by a canabae that brought the total built-up area to around 100 ha, far larger than either city in the region. The castra and canabae were occupied from just after the Batavian revolt to 104 CE, when Trajan shifted the legion to the Danube (Willems and Van Enckevort 2009, 56–57), which roughly corresponds to the first half of the Middle Roman A period. This makes weighting difficult. Two alternatives were implemented. In the first, the market is given its full weight for the entire period: the legionary fortress is given a weight of 25 because its size is of the same order of magnitude as the city Oppidum Batavorum. The civil settlement accompanying it was assigned a weight of 75, bringing the total weight to 100. In the second alternative, these weights are halved to correspond to the period of occupation.

Distance is calculated in terms of the time it would take to walk to each market centre. The travel-time model employed here is the same as the one used by

<table>
<thead>
<tr>
<th>Type</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cult site</td>
<td>1</td>
</tr>
<tr>
<td>Civil settlement</td>
<td>5</td>
</tr>
<tr>
<td>Castellum</td>
<td>5</td>
</tr>
<tr>
<td>City</td>
<td>25</td>
</tr>
<tr>
<td>Castra</td>
<td>25</td>
</tr>
<tr>
<td>Canabae</td>
<td>75</td>
</tr>
</tbody>
</table>

Note that variations on the weighting of the castra and canabae are also tested.

Table 9.3 Market types and weights
Groenhuijzen and Verhagen (2015, 2017). In contrast to most other distance models, it relies on assigning coefficients to land cover classes rather than slope, which is appropriate since the study area is mostly flat (see Table 9.1 for coefficients).

Cost distance surfaces for every possible market were computed using the Cost Distance tool in Esri’s ArcGIS Pro 10.2.1. For each time period, the MP variables were calculated by taking the inverse of each cost surface, multiplying it by the appropriate weight, and summing the results.

9.4 Results

9.4.1 Univariate Analysis

The univariate analysis showed fairly consistent results across time periods. In both zones, at both territorial radii, and in every time period, the K-S test showed that settlement territories had significantly different amounts of high and low levees from the habitable zone ($p < 0.05$). In the central zone, floodplains also differed significantly at both territorial radii and in every time period. In the 1500 m territories, peat differed significantly in every time period, as did fresh water, with the exception of the Early Roman B. The $p$ values for sands and fluvial terraces in the 1500 m territories were consistently low, but only dipped below the 0.05 threshold in the Mid-Roman periods and in the Late Roman B period. In the eastern zone, the results of the K-S test were more consistent between the two settlement territories. In addition to high and low levees, sands and fluvial terraces always differed significantly from the habitable zone. There were also differences in the area of the 1500 m territories covered by fresh water in the Late Iron Age and the Early Roman periods, but in the Early Roman B period, the $p$ value was above the 0.05 threshold.

The estimation of Vargha and Delaney’s A statistic showed that, while the differences between settlement territories and the entire habitable zone were statistically significant, they were often small (Fig. 9.2). The largest effect sizes are found in the central zone settlements’ preference for high levees, but even here the A statistic never rises above 0.75. Figure 9.2 displays the A statistics for landforms in each zone and territory size. To ease interpretation, 0.5 has been subtracted from each value, so that landforms that are more prevalent in settlement territories have positive values and those that are less prevalent have negative values. These results demonstrate that levees were consistently favoured and other landforms either ignored or avoided. In the central zone, high levees were most preferred and floodplains avoided, while in the eastern zone, low levees were the most preferred and sandy soil was avoided. The high A statistics for low levees is a result of their relative prevalence in the eastern zone as a whole, where high levees are more common. The average percentage of settlement territories covered by high levees is actually greater than low levees, but many locations in the eastern zone have very high percentages of high levee in their territory, so the settlement locations are less unusual in this regard.
Within this pattern, some diachronic trends can be observed. In the central zone, in 500 m territories, the A statistic decreases for high levees and increases for low levees until the Middle Roman A period, after which they separate again. At the same time, the A statistic for floodplains in 1500 m territories rises until the Middle Roman A period before falling again. This mirrors the results of the cluster analysis.

**Fig. 9.2** Graphs showing the Vargha and Delaney A statistics. Note that 0.5 has been subtracted from the A statistic to make the results more easily interpretable.
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- **Central zone, 500 m**
  - Vargha-Delaney A
  - Graph showing A statistic trends across different periods.

- **Central zone, 1500 m**
  - Vargha-Delaney A
  - Graph showing A statistic trends across different periods.

- **Eastern zone, 500 m**
  - Vargha-Delaney A
  - Graph showing A statistic trends across different periods.

- **Eastern zone, 1500 m**
  - Vargha-Delaney A
  - Graph showing A statistic trends across different periods.
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performed by Verhagen et al. (2016) on all rural settlements in the Lower Rhine. They identified clusters of sites whose 500 m territory was dominated by one landform and found that the proportion of sites in the “floodplain” cluster peaked in the Middle Roman A period at the expense of the “high levee” cluster.

In the eastern zone, there is a distinct jump in the A statistic for high levees in both 500 m and 1500 m territories, which is accompanied by a drop in the A statistic for sands and fluvial terraces, in the Early Roman A period. The gap narrows slightly in the Early Roman B period and then remains stable until the Late Roman B period when the A statistics diverge further.

9.4.2 Multivariate Analysis

The baseline logistic regression models were only moderately successful at distinguishing settlements from non-sites on the basis of the landforms in their territories. Nevertheless, some diachronic trends emerge. RMSEs fall in the eastern zone between the Late Iron Age and the Early Roman A period. In both zones, they rise until the Mid-Roman periods before falling in in the Late Roman A and beginning to rise again in the Late Roman B (Fig. 9.3). This is the same trend as observed in settlement numbers suggesting that as population increased, settlement extended into more marginal areas that resemble non-sites in their territory profiles. Alternatively, factors other than the landforms present in settlement territories could have been influencing settlement location.

The addition of MP variables improved model performance little – never more than 3% – but their contribution was often statistically significant. The results are presented in tabular form in the appendix. Beyond the percentage of improvement, three pieces of information are encoded in these tables: which MP variable improved model performance the most within each settlement/non-site dataset, the statistical significance of the MP variable ($p < 0.1$ or $p < 0.05$), and the sign of the coefficient.

The Late Iron Age, with no forts, had only one MP variable. In the eastern zone, it was significant for 4/5 datasets with 500 m territories and 3/5 datasets with 1500 m territories ($p < 0.05$). Proximity to larger centres, then, seems to have been attractive in the late Iron Age, at least in the eastern zone.

In the Early Roman A period in the central zone, no MP variable consistently improves model performance more than the other nor were any of the variables significant. In the eastern zone, the MP variable without forts consistently improves model performance most with both 500 m and 1500 m settlement territories, but it was significant ($p < 0.1$) in only two of the datasets with 500 m territories. Maximizing access to markets might have mattered somewhat to some people at this early period, but the impact was small. If marketing did matter, however, the market system was centred on the civilian settlements, not the forts.

In the Early Roman B period, in the central zone, the civilian MP variable always outperformed the variable that included forts when examining 1500 m territories.
This variable was significant in 3/5 datasets, and the coefficient was consistently negative. This makes the role of forts difficult to understand. Rural settlements seem to favour areas far from markets, but the effect is less pronounced when forts are included. The eastern zone settlements show a slight tendency to favour civilian centres over forts, but significant MP variables are almost entirely confined to a single dataset. As in the previous period, evidence that proximity to markets shaped settlement location trends is weak, but there is no evidence at all that forts attracted settlements.

The Middle Roman A period shows more consistent results. In the eastern zone, civilian MP variables consistently outperform civilian and military MP variables at both sizes of territory. The variable that assigns a weight of 37.5 to the canabae around the legionary castra performs better than the variable in which the canabae has a weight of 75. The former variable is significant in three out of five datasets,
while the latter is significant only once. Therefore, despite the great size of this settlement, it did not completely dominate the rural market.

The Middle Roman B period shows inconsistent results in terms of improvement. Significant variables are confined to the eastern zone where three datasets produced at least one. These improvements were also the largest of any in the analysis: 2.69% in the eastern zone using 1500 m territories and the civilian MP variable. However, both variables performed well: the civilian MP variable performed best three times with 500 m territories and four times with 1500 m territories. It seems that proximity to market centres was more attractive at this time than any other, but the evidence that forts acted as market centres is ambiguous.

The Late Roman A period was also highly inconsistent and produced very few significant variables.

The Late Roman B period produced more significant MP variables than any other. In the central zone, using 1500 m territories, both MP variables are significant ($p < 0.01$) in every dataset except one, where the $p$ value is less than 0.101. The civilian and military MP variable improves model performance the most four out of five times with 1500 m territories and every time using 500 m territories. As in previous periods, the coefficient is always negative.

In the eastern zone, the civilian MP variable is significant in every dataset with both territory sizes, and the civilian and military MP variable is significant in four out of five datasets at both sizes of territory. Which variable improves model performance the most is ambiguous, though. As in the Middle Roman period, proximity to market centres was clearly attractive, but the role of forts remains murky.

9.5 Discussion

9.5.1 Modelling Results

While much remains obscure, one conclusion is certain: the MP variable that includes forts consistently improves model performance more than the variable that excludes them in only one time and place, the central zone in the Late Roman B period, and in that case it has a negative coefficient. When the results are consistent in other contexts, the MP variable that includes only civil settlements improves model performance more. At the same time, the fact that MP variables had negative coefficients in the central zone complicates the matter.

To understand why MP variables so often had negative coefficients in the central zone and the relative improvements of the MP variables, it is helpful to visually compare the distribution of settlements and non-sites relative to each MP variable (Fig. 9.4). Using the civilian MP variable, there are five high MP areas, and the heart of each is devoid of rural settlements but contains several non-sites. Their unusually high MP score allowed the model to successfully identify these locations as belonging to the category of non-sites rather than sites, which explains why the MP vari-
able has a negative coefficient. Using the civilian and military MP variable, a sixth high MP area emerges in the extreme northwest of the central zone. Unlike the others, this area contains a cluster of settlements. Using this variable, high MP values were found among both settlements and non-sites, confusing the model. This cluster suggests that the fort at De Meern might have attracted rural settlement, but in this it was unusual.

9.5.2 Historical Implications

The shift in location preferences identified in the eastern zone in the early Roman A period supports the idea that there was a shift in agricultural practice already in the earliest phase of Roman occupation to supply the new population. Maaike Groot has recently shown that livestock production changed in the early Roman period with an increased emphasis on sheep and a focus on meat production in cattle (Groot 2016, 211–215). Laura Kooistra has emphasized the presence of cereals in Nijmegen and Vechten from this period that could have been locally grown and pointed out the possibility that grain was grown around Meinerswijk and that spelt might have been grown at the behest of the army (Kooistra 2009, 223–226). Groot further argues that, with the exception of the initial conquest, rural producers had a fair degree of freedom in how they responded to the increase in demand (Groot 2016, 213). If the rural settlements did indeed favour proximity to civilian centres, this would support
the notion of a mutually beneficial relationship between occupiers and rural producers. At the same time, the fact that the civilian MP variable outperformed the civilian and military MP variable suggests that the new forts themselves did not attract many settlers. Farmers are more likely to have sold their products in civilian markets.

Changes in land use in the central zone are identifiable in the Middle Roman A period, when more settlements have territories that contain larger areas of floodplain and low levees rather than high levees. This coincides with the peak in the RMSEs of the baseline models. With no significant MP variables and negative MP coefficients, there is no indication that the inhabitants of the area were compromising the quality of their land in order to maximize marketing opportunities. Either population pressure was forcing people to inhabit less desirable locales or a large portion of the rural population preferred floodplains. The first option seems unlikely as the number of sites increased in the Middle Roman B period, but the RMSEs of the baseline models fell. Areas with high water tables would have been unsuitable for arable agriculture but well suited to animal husbandry. On the basis of zoological remains and an increase in the sizes of granaries, Groot has argued that both arable farming and animal husbandry intensified in the Middle Roman period (Groot et al. 2009; Groot 2016, 125–128, 215–218). Horse breeding, in particular, became very important in the Middle Roman B period, but increases in the proportion of horse remains are already visible in the Middle Roman A period (Groot 2016, 87–90). Furthermore, variations in species proportions between sites have led her to suggest that settlements were specializing to some extent in the production of different animals for market. If some settlements were focusing on raising animals while others were focusing on agriculture, this would explain the greater variety in environmental preferences observed in this period. This would also help to explain why, even as production for market increased, proximity to markets was not particularly appealing. Livestock has very low transportation costs. The increase in granary size in this period is also consistent with the settlement preferences identified here. Wouter Vos has argued that these large granaries collected produce from other rural settlements (2009, 256–257). By bulking cargo in the countryside, fewer trips to the places of consumption are necessary. Again, this reduces transportation costs. While surplus production for market occurred in the central zone, it seems unlikely that most smallholders were selling their produce directly to consumers. If the forts and vici were acting as local market centres, as Vos has argued (2009, 226–229), this function did not influence settlement locations in the central zone.

In the eastern zone, the situation is different. The significant improvements achieved by adding MP variables show that settlers favoured proximity to market centres, which could also help to explain the increasingly poor performance of the baseline model. The peak in model improvement occurs during the Middle Roman B period, which fits well with Groot’s conclusions drawn from archaeozoological analysis (Groot 2016). In contrast to the central zone, it seems that access to market centres influenced settlement location tendencies, which in turn suggests that transportation costs were intentionally minimized. This would be consistent with the sale of perishable fruits and vegetables, an undertaking in which the advantages of large
landowners are less pronounced than in the sale of grain (Weaverdyck 2016, 4–5), but other scenarios cannot be ruled out.

The forts might have played a role in this process, but it was not particularly large. The civilian MP variable outperformed the civilian and military MP variable consistently in the Middle Roman A period and in the majority of datasets in the Middle Roman B period. What is more, assigning massive weights to the legionary fortress and canabae in the Middle Roman A period did not improve model performance as much as assigning them a more moderate weight. Overemphasizing the role of the military only confused the model. The city of Ulpia Noviomagus and the civilian settlements seem to have been the most important market places.

These results should not be taken to deny the importance of the army in the economy of the region as a whole. Many of the civilian settlements were closely tied to the army, military demand surely played a major role in stimulating production, and the salaries paid to soldiers brought significant quantities of coined money to the region. What this does show is that the forts themselves, with the possible exception of De Meern in the Early Roman B period, were not particularly important market centres. The economic relationship between the army and rural producers was usually mediated through civilian institutions. The role of the city of Ulpia Noviomagus would have been crucial. This conclusion mirrors the result of my previous study in the central Lower Danube (Weaverdyck 2016). There too I found that forts failed to influence rural settlement locations despite the undeniable importance of the military in the regional economy. This means that cities and civilian settlements should be seen as an integrated part of the military supply network. It also means, however, that forts played a distinct role as centres of consumption but not necessarily of exchange.

9.6 Conclusion

Comparative logistic regression analysis of rural settlement landscapes has proven to be a useful tool in detecting the subtle influence of marketing behaviour among a population that was likely more focused on production than on transporting their goods to market centres. As with any statistical tool, however, its results require careful interpretation. Improvements in model fit, significance of MP variables, and coefficients of MP variables all proved crucial in drawing conclusions from the results of the modelling process. Furthermore, the comparison data, the non-sites, have as much of an impact on the model as the settlements, so it is crucial to construct multiple sets of non-sites to avoid drawing spurious conclusions. One significant improvement would be to analyse biases in the archaeological record to minimize the risk of placing non-sites in locations that contain undiscovered settlements.

As with any approach, the results of comparative modelling are most meaningful when interpreted in light of other evidence. The Lower Rhine region has the advantage of a long history of excellent research on military, urban, and rural sites.
Location analysis has reinforced and added nuance to the conclusions drawn by other scholars. The presence of the army spurred agricultural intensification and surplus production for market, but this surplus was exchanged in civilian market centres. If the rural population interacted frequently with military personnel, there is little reason to think these interactions occurred in forts. If the military created a landscape of opportunity on the frontier, peasants seized those opportunities primarily in cities and towns.
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Appendix 9.1

The improvement in RMSE achieved by the addition of MP variables is presented in the tables below. N-S stands for non-site and indicates which set of non-sites was used in each model. Each column corresponds to a different MP variable. When multiple MP variables were tested, the maximum improvement for each set of non-sites is written in bold. When the coefficient of the MP variable was negative, the improvement figure is printed in italics. A single set of parentheses indicates that the \( p \) value of the MP variable is less than 0.1, and a double set of parentheses indicates the \( p \) values is less than 0.05.

“Civ” indicates MP variables that include only cities, civil settlements, and cult sites. “Civ & Mil” indicates MP variables that also include castella and castra. “Civ & Mil*” is an MP variable used in the Early Roman A, which contains castella but not the castra. “Civ**” and “Civ & Mil**” are MP variables used in the Middle Roman A period which assign half weights to the castra and legionary canabae. The weighting scheme is described above (see Table 9.2).

<table>
<thead>
<tr>
<th>Late Iron Age</th>
<th>Central zone</th>
<th>Eastern zone</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>500 m</td>
<td>1500 m</td>
</tr>
<tr>
<td>N-S</td>
<td>Civ</td>
<td>Civ</td>
</tr>
<tr>
<td>1</td>
<td>0.64%</td>
<td>0.15%</td>
</tr>
<tr>
<td>2</td>
<td>0.30%</td>
<td>0.14%</td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Late Iron Age</th>
<th>Central zone</th>
<th>Eastern zone</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>500 m</td>
<td>1500 m</td>
</tr>
<tr>
<td>N-S</td>
<td>Civ</td>
<td>Civ</td>
</tr>
<tr>
<td>3</td>
<td>0.18%</td>
<td>0.00%</td>
</tr>
<tr>
<td>4</td>
<td>0.15%</td>
<td>0.03%</td>
</tr>
<tr>
<td>5</td>
<td>0.12%</td>
<td>0.16%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Early Roman A</th>
<th>500 m</th>
<th>1500 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-S</td>
<td>Civ</td>
<td>Civ &amp; Mil</td>
</tr>
<tr>
<td>Central zone</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.02%</td>
<td>0.09%</td>
</tr>
<tr>
<td>2</td>
<td>0.01%</td>
<td>0.01%</td>
</tr>
<tr>
<td>3</td>
<td>0.45%</td>
<td>0.30%</td>
</tr>
<tr>
<td>4</td>
<td>0.13%</td>
<td>0.02%</td>
</tr>
<tr>
<td>5</td>
<td>0.05%</td>
<td>0.00%</td>
</tr>
<tr>
<td>Eastern zone</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.28%</td>
<td>0.00%</td>
</tr>
<tr>
<td>2</td>
<td>(0.58%)</td>
<td>0.21%</td>
</tr>
<tr>
<td>3</td>
<td>0.36%</td>
<td>0.02%</td>
</tr>
<tr>
<td>4</td>
<td>(0.51%)</td>
<td>0.45%</td>
</tr>
<tr>
<td>5</td>
<td>0.06%</td>
<td>0.01%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Early Roman B</th>
<th>500 m</th>
<th>1500 m</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-S</td>
<td>Civ</td>
<td>Civ &amp; Mil</td>
</tr>
<tr>
<td>Central zone</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.06%</td>
<td>0.02%</td>
</tr>
<tr>
<td>2</td>
<td>(0.85%)</td>
<td>(0.45%)</td>
</tr>
<tr>
<td>3</td>
<td>0.01%</td>
<td>0.04%</td>
</tr>
<tr>
<td>4</td>
<td>0.02%</td>
<td>0.06%</td>
</tr>
<tr>
<td>5</td>
<td>0.01%</td>
<td>0.14%</td>
</tr>
<tr>
<td>Eastern zone</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>2</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>3</td>
<td>(0.65%)</td>
<td>(0.35%)</td>
</tr>
<tr>
<td>4</td>
<td>0.07%</td>
<td>0.02%</td>
</tr>
<tr>
<td>5</td>
<td>0.24%</td>
<td>0.01%</td>
</tr>
</tbody>
</table>
Middle Roman A

<table>
<thead>
<tr>
<th>N-S</th>
<th>Civ</th>
<th>Civ &amp; Mil</th>
<th>Civ**</th>
<th>Civ &amp; Mil**</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Central zone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>500 m</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.04%</td>
<td>0.02%</td>
<td>0.04%</td>
<td>0.02%</td>
</tr>
<tr>
<td>2</td>
<td>0.05%</td>
<td>0.11%</td>
<td>0.08%</td>
<td>0.13%</td>
</tr>
<tr>
<td>3</td>
<td>0.00%</td>
<td>0.09%</td>
<td>0.01%</td>
<td>0.10%</td>
</tr>
<tr>
<td>4</td>
<td>0.06%</td>
<td>0.00%</td>
<td>0.06%</td>
<td>0.00%</td>
</tr>
<tr>
<td>5</td>
<td>0.05%</td>
<td>0.01%</td>
<td>0.04%</td>
<td>0.01%</td>
</tr>
<tr>
<td></td>
<td>1500 m</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.25%</td>
<td>0.21%</td>
<td>0.23%</td>
<td>0.19%</td>
</tr>
<tr>
<td>2</td>
<td>0.10%</td>
<td>0.05%</td>
<td>0.07%</td>
<td>0.04%</td>
</tr>
<tr>
<td>3</td>
<td>0.24%</td>
<td>0.01%</td>
<td>0.14%</td>
<td>0.00%</td>
</tr>
<tr>
<td>4</td>
<td>0.11%</td>
<td>−0.01%</td>
<td>0.08%</td>
<td>0.00%</td>
</tr>
<tr>
<td>5</td>
<td>0.20%</td>
<td>0.13%</td>
<td>0.18%</td>
<td>0.11%</td>
</tr>
</tbody>
</table>

**Eastern zone**

|      | 500 m |           |       |            |
| 1    | 0.09% | 0.07%     | 0.15% | 0.12%      |
| 2    | 0.27% | 0.18%     | (0.38%) | 0.24%      |
| 3    | 0.00% | 0.00%     | 0.01% | 0.01%      |
| 4    | (0.33%) | 0.17% | ((0.52%)) | 0.25%      |
| 5    | ((0.67%)) | ((0.60%)) | ((0.89%)) | ((0.79%)) |
|      | 1500 m |           |       |            |
| 1    | 0.17% | 0.14%     | 0.26% | 0.23%      |
| 2    | (0.38%) | 0.28% | ((0.52%)) | 0.35%      |
| 3    | 0.01% | 0.00%     | 0.04% | 0.03%      |
| 4    | (0.54%) | (0.35%) | ((0.80%)) | (0.48%)    |
| 5    | ((0.89%)) | ((0.82%)) | ((1.14%)) | ((1.06%)) |

Middle Roman B

<table>
<thead>
<tr>
<th>N-S</th>
<th>Civ</th>
<th>Civ &amp; Mil</th>
<th>Civ</th>
<th>Civ &amp; Mil</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Central zone</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>500 m</td>
<td>1500 m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.02%</td>
<td>0.01%</td>
<td>0.01%</td>
<td>0.04%</td>
</tr>
<tr>
<td>2</td>
<td>0.01%</td>
<td>0.00%</td>
<td>0.15%</td>
<td>0.05%</td>
</tr>
<tr>
<td>3</td>
<td>0.05%</td>
<td>0.10%</td>
<td>−0.01%</td>
<td>0.00%</td>
</tr>
<tr>
<td>4</td>
<td>0.15%</td>
<td>0.26%</td>
<td>0.04%</td>
<td>0.15%</td>
</tr>
<tr>
<td>5</td>
<td>0.29%</td>
<td>0.41%</td>
<td>0.00%</td>
<td>0.01%</td>
</tr>
</tbody>
</table>

**Eastern zone**

<p>|      | 500 m | 1500 m |       |            |
| 1    | 0.33% | 0.34%     | 0.45% | 0.43%      |
| 2    | (0.58%) | 0.20% | ((0.76%)) | 0.31%      |
| 3    | 0.24% | 0.24%     | 0.33% | 0.34%      |
| 4    | (2.25%) | (2.04%) | (2.69%) | (2.47%)    |
| 5    | (0.82%) | (0.56%) | (1.00%) | (0.68%)    |</p>
<table>
<thead>
<tr>
<th></th>
<th>Late Roman A</th>
<th></th>
<th>Late Roman B</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>500 m</td>
<td>1500 m</td>
<td>500 m</td>
<td>1500 m</td>
</tr>
<tr>
<td></td>
<td>N-S</td>
<td>Civ</td>
<td>Civ</td>
<td>Civ</td>
</tr>
<tr>
<td></td>
<td>Civ</td>
<td>Civ &amp; Mil</td>
<td>Civ</td>
<td>Civ &amp; Mil</td>
</tr>
<tr>
<td>Central zone</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.00%</td>
<td>0.02%</td>
<td>−0.01%</td>
<td>−0.01%</td>
</tr>
<tr>
<td>2</td>
<td>0.05%</td>
<td>0.11%</td>
<td>0.03%</td>
<td>0.05%</td>
</tr>
<tr>
<td>3</td>
<td>0.33%</td>
<td>0.34%</td>
<td>0.23%</td>
<td>0.18%</td>
</tr>
<tr>
<td>4</td>
<td>0.10%</td>
<td>0.09%</td>
<td>−0.01%</td>
<td>−0.01%</td>
</tr>
<tr>
<td>5</td>
<td>0.03%</td>
<td>0.00%</td>
<td>0.04%</td>
<td>0.02%</td>
</tr>
<tr>
<td>Eastern zone</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>((0.83%))</td>
<td>((0.69%))</td>
<td>((0.98%))</td>
<td>((0.87%))</td>
</tr>
<tr>
<td>2</td>
<td>(0.51%)</td>
<td>(0.66%)</td>
<td>(0.68%)</td>
<td>(0.93%)</td>
</tr>
<tr>
<td>3</td>
<td>0.02%</td>
<td>0.03%</td>
<td>0.02%</td>
<td>0.03%</td>
</tr>
<tr>
<td>4</td>
<td>0.03%</td>
<td>0.03%</td>
<td>0.04%</td>
<td>0.06%</td>
</tr>
<tr>
<td>5</td>
<td>(0.46%)</td>
<td>(0.62%)</td>
<td>(0.68%)</td>
<td>(0.89%)</td>
</tr>
</tbody>
</table>
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Chapter 10
A Multi-scalar Approach to Long-Term Dynamics, Spatial Relations and Economic Networks of Roman Secondary Settlements in Italy and the Ombrone Valley System (Southern Tuscany): Towards a Model?

Stefano Bertoldi, Gabriele Castiglia, and Angelo Castrorao Barba

Abstract In Roman landscapes, the particular sites defined as secondary settlements (also known as vicī/villages, minor centres, agglomérations secondaires and/or stationes/mansiones) have played an ‘intermediary’ role between the cities and other rural structures (villae/farms), linked to medium- and long-distance economic and commercial trajectories. The aim of this paper is to apply a multi-scalar approach to model their long-term spatial relationships and connectivity with the Mediterranean exchange network. On the macro-scale, we have analysed a sample of 219 reviewed sites to understand the diachronic trends and spatial dynamics of attraction/proximity to significant elements of the landscape such as towns, roads, rivers and coastline. The Ombrone Valley (Tuscany, Italy) represents a micro-scale case study of a complex system, in which the imported pottery (amphorae, African Red Slip ware, ingobbiata di rosso) found in the vicus/mansio of Santa Cristina in Caio, the Roman villa of La Befa and the town of Siena (Saena Julia) provided diagnostic ‘macroeconomic’ perspectives. The results show how the secondary settlements occupied a nodal position in the Roman landscape in terms of resilience (long period of occupation until the Early Middle Ages) and spatial organization with a close relationship to natural and anthropic infrastructures and trade functions linked to Mediterranean routes.
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10.1 Introduction to the Study of Secondary Settlements: Theory and Method

Archaeological research into indicators for defining Roman settlements as ‘secondary’ (*agglomération secondaire*) (Leveau 2012; Garmy 2012), a theoretical intermediate between towns and *villae*, is still emerging (see Crogiez 1990, 391; Chevallier 1997, 284; Mezzolani 1992, 113; Corsi 2000, 186; Maggi and Zaccaria 1994, 163–168; Cantino Wataghin et al. 2007, 88; Goffredo et al. 2013) (Fig. 10.1). This interpretation related to settlement hierarchy is also expressed in the definition of these sites as ‘minor centres’ (Tol et al. 2014). In the archaeological record, however, only a certain number of excavated sites were identified as secondary settlements: they are characterized as places with a specific role in the roads of the *cursus publicus* and/or rural agglomerations of the *vicanico* type (communities living in nucleated villages; Tarpin 2006).

Studying the topic of ‘secondary settlements’ requires the inclusion of a wide variety of themes, including the role of these sites, their abandonment and reuse, the organization of rural areas, trade, production, Christianization and land and river traffics.

The hypothesis that some of these sites seem to respect certain rules of spatial order oriented our research aimed to determine whether a trend or pattern in the spatial order of secondary settlements can be detected.

---

**Fig. 10.1** Theoretical dendrogram of rank-size classification of Roman settlements, reworked from Garmy (2002, 31). About the classification of settlement types have been re-elaborated the macro generic groups proposed in Witcher (2012), and the typology of Roman cities has been taken from Nevett and Perkins (2000)
This kind of settlement is closely associated with economic functions: secondary settlements appear to fulfil the role of centres promoting and providing trades and services. The ‘amount of services offered by a settlement’ is a concept introduced in geography by Christaller (1980), who argues that it could be used as an indicator for defining the importance of an inhabited site with greater accuracy than the population of the site. The approach of the German geographer is crucial for addressing the problem of secondary settlements, the materiality and magnificence of which are insignificant in comparison to the monumental *villae*, but which held strategic importance in the ‘State system’.

In this regard, the definition given by M. Corbier concerning the Gallo-Roman *vicus* is extraordinarily effective: ‘A village that lives by exploiting a territory but not necessarily only through agriculture’ (Corbier 1986, 691). A settlement of this kind often is involved in various productive crafts, such as the procurement of raw materials, leading to the construction of a system in which there are patterns ruling the space (Bischi et al. 2004); however, the outcomes are still influenced by many variables. In this system, even small changes can lead to very different results. Therefore, as in climatology and economics, it is very difficult to predict what may occur in the future. Following this line of reasoning, we can compare archaeology to burning matchsticks. Even with similar initial conditions, the smoke of each matchstick will follow very different trajectories, its path difficult to predict (De Guio 1992). This ‘chaos theory’ has also been studied in Physics, to explain how an attractor regulates a system governed by deterministic and causal dynamics (Lorenz 1963).

By looking at the settlements’ network and its analytical composition, and the transformations and degradation thereof, one can observe a few spatial rules: whatever these rules are, we wonder what the driving forces behind them are.

In our work, the concept of ‘cause’ that Bloch had identified as ‘the misstep of a man walking in the mountains’ (Bloch 1998, 138–143) and that Flannery (1968, 67–87) and Plog (1975, 213–216) called the differential or ‘kicking’ element lost importance. What matters more here is to identify the forces generating these causations in their entirety. We will not aim to predict the past, nor will we deal with overly complex phenomena, thus leaving room for physicists, philosophers and theologians (Citter 2012, 13). We will use geographical and statistical methods only for descriptive analysis.

The theme of ‘attractors’ and the ability of some elements of the natural and human landscape to attract and/or repel goods, settlements, etc. is certainly not a novelty in archaeology (Wheatley and Gillings 2002, 134–135). The study of the diffusion of finds (in this case imported pottery) in certain types of settlements transforms us into a kind of Hop-o’My-Thumb (Perrault 2012, 42–46), in search of the traces left in the woods, with the goal of returning home. Unlike Hop-o’My-Thumb, however, we cannot tell if we are in front of a white stone or a crumb of bread. The truth of the past is difficult to grasp: not all of the material culture has survived, not all of the material culture can be found, not all the material culture has been excavated, not all the material culture indicates trade. However, studying the relationships and trade flows through pottery imports, and the products they carried,
requires investigating ‘traces’, without aiming for the completeness of the record, but nevertheless using the same methodology as the other branches of archaeology. Ultimately, rules exist in archaeology; however they are very complex.

10.2 Quantitative Approaches to the Analysis of Secondary Settlements in Italy in the Long Term

With a full knowledge of certain physiological problems of interpretation, we have tried to establish a program of cataloguing all of the published contexts in Italy, from both excavations and surface surveys, and interpreted in various ways (statio-nes, mansiones, mutationes, villages/vici, etc.), which may all be categorized as part of the group of ‘secondary settlements’ (Castrorao Barba 2016).

The compilation of a significant sample of sites formed the basis from which to undertake a quantitative approach to comparing the description of long-term historical trends with the spatial relationships to significant elements, both natural (natural coastlines and rivers) and anthropogenic (towns and roads).

The bibliographic inventory was stored in a database with information on the initial and final phases of the various settlements. The sites included in this study are those with a chronology dating between the first and sixth centuries CE and which have been identified by the excavators/publishers as those that may be defined as secondary settlements. A sample of 219 sites (Fig. 10.2a) was collected (Table 10.1): 68.9% of them have been subject to excavation, while 31.1% are known only through field surveys.

For the purpose of ‘data mining’, descriptive statistics and spatial analysis were undertaken on this sample, in order to answer the following questions:

• When was the first phase of occupation of these secondary settlements?
• What percentage of the sites was active in the long term (third century BCE to thirteenth century CE)?
• How often did the sites remain active for a number of centuries?
• What is the relationship between abandoned sites and those permanently reoccupied after the end of the stage referred to as ‘secondary settlement’?
• When did the phenomenon of reuse begin?
• What percentage of the sites being reused was characterized by the construction of a church?
• Was the location of the secondary settlements determined by the proximity (attractiveness) to certain important elements of the landscape (coastlines, rivers, towns, roads)?
• Which of the four ‘attractors’ appears to be the closest to a single site?

1 This database is part of a PhD research project granted by the University of Siena (Castrorao Barba 2013), using the DBMS ‘Carta Archeologica’ (Fronza 2005) managed by the LIAAM laboratory at the University of Siena, under the direction of Marco Valenti.
Fig. 10.2  (a) Distribution map with the sample of 219 sites used for the spatial and statistical analyses. (b) Comparison between villae and secondary settlements: percentages of deserted sites, of reoccupied sites and chronology of the reoccupation. (c) Frequency histograms of percentages related to distances (one class of 1 km from 0 to 15 km and then a unique class superior to 15 km) between secondary settlements and landscape elements (rivers, roads, coastlines, towns)
Were the reoccupations (with or without the presence of a place of worship) oriented towards sites in proximity to one of the four ‘potential attractors’?

This statistical approach does not exhaust the knowledge that can be gained from this data source, nor is it its purpose. However, it is a robust tool for describing and quantifying a material reality (spatial relationships between sites and landscape) on a large scale, creating a ‘normal’ trend to be verified in agreement/disagreement with a different spectrum of variables observed on a micro-scale.

### 10.2.1 Descriptive Statistics on Diachronic Trends in the Roman Period and the Middle Ages

The quantification of the initial chronologies of secondary settlements shows that traces of human occupation dating from before the third century BCE can be detected in a fairly high percentage of sites (14.2%), while just over half of the sample (51.1%) shows an early stage dating to the first century BCE/first century CE. Following this, we see an accelerating decline in the number of new sites being settled, except for a brief period in the fourth century CE (8.2%).

<table>
<thead>
<tr>
<th>Italian regions</th>
<th>% of sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abruzzo</td>
<td>4.6</td>
</tr>
<tr>
<td>Aosta Valley</td>
<td>1.4</td>
</tr>
<tr>
<td>Basilicata</td>
<td>3.2</td>
</tr>
<tr>
<td>Calabria</td>
<td>5.0</td>
</tr>
<tr>
<td>Campania</td>
<td>3.2</td>
</tr>
<tr>
<td>Emilia-Romagna</td>
<td>4.6</td>
</tr>
<tr>
<td>Friuli-Venezia Giulia</td>
<td>0.9</td>
</tr>
<tr>
<td>Latium</td>
<td>15.5</td>
</tr>
<tr>
<td>Liguria</td>
<td>2.3</td>
</tr>
<tr>
<td>Lombardy</td>
<td>5.5</td>
</tr>
<tr>
<td>Marche</td>
<td>3.2</td>
</tr>
<tr>
<td>Molise</td>
<td>1.4</td>
</tr>
<tr>
<td>Piemonte</td>
<td>2.7</td>
</tr>
<tr>
<td>Apulia</td>
<td>8.7</td>
</tr>
<tr>
<td>Sardinia</td>
<td>4.1</td>
</tr>
<tr>
<td>Sicily</td>
<td>14.2</td>
</tr>
<tr>
<td>Tuscany</td>
<td>11.4</td>
</tr>
<tr>
<td>Trentino-South Tyrol</td>
<td>4.6</td>
</tr>
<tr>
<td>Umbria</td>
<td>0.5</td>
</tr>
<tr>
<td>Veneto</td>
<td>3.2</td>
</tr>
</tbody>
</table>

**Table 10.1 Proportions of collected sites per region**
By looking at the distribution of the frequency of sites in the individual centuries (Fig. 10.3a) between the third century BCE and the thirteenth century CE, a peak is observed in the fourth century CE (83.6%) and in the first century CE (81.7%) with

---

**Fig. 10.3** (a) Diachronic trend of secondary settlements in Italy: start and continuity of occupation. (b) Frequency histogram with the secondary settlements’ centuries of life
the period between the first and the fourth centuries CE containing an average 80.6% of the sample. In the following period, between the fifth and the seventh centuries CE, we see a progressive reduction of occupied sites with a growing decline: −16.4% between the fourth and the fifth centuries CE, −28.1% between the fifth and sixth centuries, and −60% between the sixth and seventh centuries. After a stabilization between the seventh and ninth centuries CE (average −3.4%), there were slight increases in the eleventh to twelfth century CE compared to the tenth century CE, +18.1% and +15.9% respectively, and a further decline in the thirteenth century CE (−13.5%). However, this last trend should be interpreted with caution as it often refers to the presence of religious buildings constructed in the High Middle Ages, which arose in those Roman secondary settlements for which we do not have reliable data on the different phases of continuity or discontinuity between Late Antiquity and the Early Middle Ages.

A frequency histogram (Fig. 10.3b) regarding the number of centuries during which a site was in use indicates a maximum peak for the class ‘5 centuries’ (18.8%) and a maximum concentration (57.5%) in the classes from the third to seventh century inclusive (5 classes of 19). We can consider those sites occupied for the first century, or between the sixteenth and nineteenth centuries as abnormal exceptions, as each class holds a value of less than 1%, thus excluding these ‘extreme’ values. An average value (sum of the number centuries/occurrences sites/total sites) was calculated as 6.5, which indicates roughly the average number of centuries during which the secondary settlements remained active.

Regarding the phenomenon of post-Roman reuses, only the excavated sites have been taken into account, by comparing them with the Roman villae, 151 secondary settlements and 768 villae in total (for statistics about Roman villae and reuses, see Castrorao Barba 2014a, b). The comparison between the cases with traces of reuses and the definitively deserted sites reveals a clear difference between the two groups, with secondary settlements most likely to be reused (59.6%), compared to the villae (49.2%) (Fig. 10.2b).

Curves relating to the history of the initial phases of reuse showed similar trends: the fifth to sixth century CE is the period with the highest number of reuses both in secondary settlements and in villae (50% and 56.2% respectively). A similar peak can be seen during the sixth century CE, although more pronounced in the group of villae (32.8% vs. 26%). From the seventh century CE, the number of new cases of reuse begins to decrease, with the rates of reuse slightly higher in secondary settlements compared to villae, as well as in the eighth century CE (5.8% vs. 4% respectively), the ninth century CE (4.8% vs. 3.7%) and the tenth century CE (4.8% vs. 1.5%). The slight increase recorded for the period eleventh to thirteenth century CE (8.7% vs. 5.8%) is likely to refer to contexts in which reuse phases prior to the construction (or perhaps reconstruction) of churches in Roman sites have not been recognized.

Further data concerns the presence of Christian places of worship built on pre-existing Roman sites: the presence of a church is documented in 44.2% of cases of reuse of secondary settlements, with a lower proportion of reuses of villae (34.6%). In absolute terms, the number of villae in which a church has been identified is
higher, but this figure is highly biased by the higher total number of Roman *villae* and the greater spread of their territory. The high percentage for the secondary settlements indicates that this type of site was more attractive for the construction of churches, while *villae* had proportionally higher rates of other types of reuses (housing units or groups of tombs).

### 10.2.2 Spatial Statistics for the ‘Attractive Force’ of the Landscape’s Significant Elements on Secondary Settlements

Assessing the relationship between settlement choices and landscape elements on a large scale, whether natural (rivers and coast lines) or anthropogenic (roads and towns), required an extensive amount of data processing.

To quantify the concept of ‘attraction’, it was necessary to connect it to the idea of ‘distance’: the closer site $x$ is to place $y$, the greatest the attractiveness of $y$ on $x$. Through a further effort of abstraction, the Earth’s surface was considered flat and smooth, eliminating all geomorphological roughness, as if it were a two-dimensional Cartesian plane (Euclidean space). GIS-based spatial analysis made it possible to calculate all distances in meters between the individual sites and the four potential attractors: rivers, coastlines, roads and towns. The goal was to understand the distribution of the sample in various intervals of linear distances in relation to the attractors, in order to numerically verify the different levels of proximity.

A statistical indicator was used to summarize the relative percentage frequency of the values of the site/attractor distances within 15 size classes. This operation expresses the number of times (as a percentage of the total) in which a distance value is included in a class (Coccarda 2011, 64). The definition of the number and amplitude of the classes included only the sites’ attractors within a 15 km limit, beyond which the relationship between the entities is practically irrelevant.

The reading of the frequency histograms allows us to make some observations. In general, the majority of sites are located within 1 km of a river (22.4%) or a road (32.9%), with the terrestrial communication routes representing the main attractor. A much lower proportion of sites are located within 1 km of the coastline (13.2%), while those in close proximity to urban settlements (0–1 km) represent only 0.5% of sites. The low combined force exerted by coasts and cities can be also observed in the high number of inhabited centres located over 15 km away: 63% and 67.1% for coastal and urban areas, respectively, while only 11.9% and 11% are positioned that far from rivers and roads (Fig. 10.2c).

The data on the first quartile for the four attractors, i.e. the value falling in the first 25% of the distances sorted in ascending order, mirror the patterns seen in the frequencies. The roads show the lowest values, an indicator of the higher proximity of sites to roads, followed by rivers and then by coasts and cities, where 75% of sites are at a distance that exceeds at least 4 km from the attractor.
A different spatial analysis allowed us to identify the ‘unique element’ closest to rivers, roads, coasts and cities for each settlement: also in this case, the proximity to roads constitutes the most attractive element with 46.6%, followed by rivers (41.1%), coastlines (11.4%) and towns (0.9%).

In order to evaluate the impact of the different surface occupied by the buffer zones of 1 km around rivers, cities, coastlines and roads, the statistics are weighed. The percentage of the sites inside this proximity area was subtracted from the total area covered by the single buffer zones in the entire surface of Italy. The results show – also in comparison with the villas – the stronger relationship between the secondary settlements and the roads, the coastlines and the rivers.

These percentages are a numerical representation of the close spatial link between secondary settlements and communication systems (major roads and rivers), a characteristic that demonstrates the importance of the inclusion of these populations within a complex system of interactions and flows of people, ideas and goods. In contrast, towns appear to exercise a centrifugal and bumping force, creating an area of ‘respect’ related to the authority of the town, which is not seen around ‘secondary rank’ settlement types. This ‘hegemonic’ role of the cities characterized by its surroundings empty of large sites, such as secondary settlements, is well explained in the classic geographical theories of central places (Christaller 1980) and rank-size law (Zipf 1949). Secondary settlements appear to have an alternative role and perhaps competition compared to cities.

The same pattern (proximity to rivers and roads and distance from towns) is also found in sites that were reoccupied for an extended period, with new functions between the Late Antiquity and the Middle Ages (fourth to thirteenth century CE), 47.5% of the total sample. Fifty per cent of the reused settlements were located at a short distance from a road compared to the other landscape elements (39.4% from a river, 9.6% from the coast, 1% from towns). Furthermore, the relative frequency percentages indicate the same trend outlined for secondary settlements: a maximum peak in the sites located 0–1 km from roads (34%) and rivers (27.9%) and a minimum for coasts (12.5%) and cities (0%). If we compare the histograms of the total with those of the reused sites, we notice an increase in the incidence of proximity to rivers in the reused sites (+5.5%) and a sharp decline in reused complexes in the vicinity of a city (&gt;15 km 73.1%, +6% compared to all sites).

Within the reused contexts, there were 46 cases (44.2%) in which the presence of a Christian place of worship can be identified. The places chosen for reuse for the construction of a church were those in proximity to a road (50%) or river (37%) and further from the coastline (13%); 39.1% of the sites were located within 2 km of a road, 30.4% within 2 km of a river and 13% within 2 km of the coastline.

### 10.3 From Global to Local: The ‘Ombrone System’

The objective of the data presented thus far is the definition of an economic landscape that we have defined as the ‘Ombrone System’ (Fig. 10.4). The strength of our analysis comes from the fact that this system was not conceived a priori but was
Based on analysis made in previous research (Bertoldi and Castiglia 2015; Bertoldi et al. 2015) which embraced landscape studies, spatial analysis and the study of material culture and settlements, which have gradually come to define the economic landscape. Research based primarily on the analysis of the secondary settlement of Santa Cristina in Caio (Bertoldi and Valenti 2016) gradually led to the framing of a much wider network, made up of roads, towns, commodities, rivers and people. From a positivist point of view, a base of quantitative data allows us to understand how countryside, urbanization and commercial trade (in different hierarchies) can interact with each other, despite some significant differences. The rigorous analysis of the origin of *amphorae* was undoubtedly one of the indicators with the greatest impact in this respect. This is not the place to dwell into the details of individual *amphora* types observed in the different contexts we have considered, as it would serve only to repeat a precise assessment already made in another study (Bertoldi and Castiglia 2015), but rather we want to dwell on a range of selected indicators, fundamental to the definition of the ‘Ombrone system’. One of the most striking points in the comparison between the town and countryside is dictated by the presence/absence of the so-called ‘*amphora* of Forlimpopoli’. These were produced in the Adriatic side of Italy (in different types: see Aldini 1978; Aldini 1999; Panella 1989; Panella 2001) predominantly between the first century BCE and the third century CE. It is common in Santa Cristina in Caio, present in smaller quantities at La Befa, but is completely absent in Siena. In order to discuss this phenomenon, we
must first consider this important fact: Santa Cristina and La Befa, despite being settlements occupying different hierarchic levels, form part of the same economic ‘system’ (albeit with different roles). They were in dialogue with each other but also with entities at both the hinterland and the coast (via Ombrone), a ‘block’ that is both different and complementary to towns such as Siena.

This dichotomy is well readable also in the proportional values of African Red Slip (ARS) ware and ingobbiata di rosso (local red slipware produced as imitation of ARS, see Fontana 1998), which allows us to develop a hypothesis regarding the development of relationships within a network of settlements which, even on a heterogeneous hierarchical scale, seems to consist of a solid network of commercial/productive exchanges. Introducing the Roman villa of Aiano-Torraccia di Chiusi (within the territory of Siena) into these comparisons, we can see that the ingobbiata di rosso coming from this site (quite plausibly produced in situ, as indicated by the presence of a kiln; see Cavalieri 2008) is not comparable either with the area of Lucca or with that of Florence, Pisa or Empoli and only minimally so with Fiesole. The only stratigraphic basin with which there are actual and demonstrable affinities is that of Siena (Fumo 2010, 33). The same trend can be detected in the ingobbiata di rosso coming from Santa Cristina in Caio and the Chianti region, sites with which there are also striking comparisons for coarse ware, especially regarding the ollae (cooking wares). An important aspect of these three contexts is also the fact that they are, respectively, to the north, south and east of the city of Siena, with a practically equidistant mileage from the city centre. It is therefore plausible to think about this complex of settlements as a deeply interconnected economic system, in which each vector acts as both an origin and a destination for certain types of pottery.

Based on the fact that a kiln has been identified in Torraccia di Chiusi and on production waste from the Chianti region, the presence of ingobbiata di rosso manufacturing workshops has been hypothesized (Valenti 1995). This leads us to believe that the town of Siena was the primary destination of a production chain originating in rural areas. Furthermore, the interdependence of Siena with rural settlements seems well demonstrated by its relationship with the third region, namely, Santa Cristina in Caio. In fact, remarkable similarities between the artefacts can be recognized here too, so on the one hand, Siena could be the starting point of what was produced in the other two settlements/distribution areas but at the same time also the destination of the goods passing by Santa Cristina. In this regard, in fact, in a recent and already quoted article (Bertoldi and Castiglia 2015), we have shown (or at least have proposed an interpretive key worthy of further consideration) that the Ombrone river, on the banks of which Santa Cristina was located, represented a constant artery in the period between the first and seventh centuries CE, ensuring supplies to the hinterland of Siena to a greater degree than the roads. This, therefore, explains the arrival of amphorae to the city from overseas during the seventh century CE (Cantini 2005, 197), right through the vicus/mansio of Santa Cristina in Caio.

The River Ombrone was navigable for at least part of its course; Plinius describes it as navigiorum capax (Naturalis Historia, III, 51) and Rutilius Namatianus as non ignobile flumen (De Reditu Suo, I, 337). The Ombrone’s navigability is controversial. Some argue that the river, at most, was passable until Istia d’Ombrone (a few
kilometres north-east of Rusellae) (Cardarelli 1971, 15), while others more recently have denied its navigability (Arnoldus-Huyzendveld 2011, 41).

However, addressing the problem from a wider standpoint, its navigability becomes a ‘non-issue’: the importance of a river is not determined only in terms of its use for aquatic transport. It is no coincidence that in Italy the systems of the Po and Arno rivers have been thoroughly studied. In order to understand the role of a river network, it is sufficient to look at the permeability (north-south) and convenience (east-west) of the Danube in Roman times, apparently used only as a natural border.

Returning to our subject, we know that there must have been a road that connected Siena with Populonia; at first, it was assumed that this road accessed not only the area of Siena but also the whole countryside south of the city.

Noting, however, the distribution of the extra Italic pottery findings, there is a clear ‘penetration line’ stretching from the coastlines to the hinterland, independent of the previously mentioned line of access, which connected Populonia and Siena. In this system, Roselle becomes a point of departure/sorting of products coming from ports along the coastline (as previously supposed for the town of Siena and the *ingobbiata di rosso*). From here, the goods traced the course of the Ombrone until the current town of Civitella Paganico, home to a site identified as a Roman *villa*, called Pietratonda (Barbieri 2004: the author thinks actually of a *vicus* or of a *mansio*, due to the thermal baths for public use). This site would act as a junction, with the goods that had been travelling north-east and then crossing the Ombrone at the confluence of the river Orcia and bypassing the hill of Montalcino in the south. This route guaranteed faster communication between the coastal area and the valleys of the Orcia and Arbia and the site of Santa Cristina in Caio. This settlement was the terminal of the trade network and a market place for a large area, south of the city of Siena. A similar settlement is likely to have existed in Val d’Orcia (likely in the south-east), although the current state of knowledge is insufficient for estimating its location.

10.3.1 Pottery Imports in the Sites of Siena, Santa Cristina in Caio and La Befa

As already noted in other papers (e.g. Bertoldi and Castiglia 2015), the definition of relational systems between settlements and other forms of secondary agglomerates, at different hierarchical levels, must be accompanied by a systematic analysis of the pottery finds, in order to identify commercial relations at various distances. *Amphorae* should be considered a key part of the economic system and, therefore, an indication of contact between human settlements. This approach should be complemented with the fundamental study of ARS ware and its imitations. This brief introduction is essential, as this methodological approach is useful not only for purely ‘descriptive’ goals but also for an understanding of what will be defined as
the ‘Ombrone system’. In this context, it was decided to enrich previous research (Bertoldi and Castiglia 2015) with the analysis of a little-known and previously overlooked site, the Roman villa of La Befa. Located only a few kilometres away from Santa Cristina in Caio, it was partially investigated archaeologically during the 1970s. It is not necessary here to describe the entire stratigraphy and structural evolution of the complex (for that, see the integral edition of the excavation in Dobbins 1980). It is sufficient to point out how the structures, at least in the investigated area, were abandoned at the end of the fourth century CE and that traces of later settling are not recorded. What aim to outline here is the assemblage of the identified pottery types, which will be integrated with the assessment of the Santa Cristina in Caio archaeological record, in order to later compare them with the data related to the urban context of Siena.

It must be stressed from the start that amphorae, and in particular the ARS ware, are not found in large quantities in La Befa, although qualitative analysis can be used to draw significant conclusions. The chronological frame of interest was divided into two main macro-blocks, one from the first century CE to the first half of the third century and the other from the second half of the third century CE to the end of the sixth century. It can be noted that in the earlier centuries, imports coming from the coastlines formed greater than 78% of the total, while the goods coming from inland areas make up the remaining to 22%. In the second chronological period, the disparity increases further, with a coastline/hinterland relationship of 98%/2%. With regard to the ARS ware, only five fragments of this typology were identified throughout the stratigraphic sequence, with only two having a reliable chronology, dating back to the half of the third century CE (Dobbins 1980, 143). In the period between the first century CE and the first half of the third century, 63% of the amphorae originated from the coastline, while 37% was from inland areas; between the second half of the third century CE and the end of the sixth century, these values diverge further, with 74% of the goods travelling from the coast and 26% originating inland. Using the same kind of analysis on Siena shows that in the first period there is a prevalence of coastline-sourced (and therefore maritime) items comprising 91% compared to 9%. In the second period, this trend remains almost unchanged, with a ratio of 89–11% (for Siena, see Cantini 2005; Castiglia 2014, 2015).

These analyses reflect very clear trends: La Befa and Santa Cristina, while playing different roles in the landscape and having heterogeneous ‘settlement hierarchies’ (being in the first place a villa and secondly a vicus/mansio, probably acting in the role of ‘central place’), reflect the same tendency towards trade related to coastal environments (and, therefore, in close relationship with the Ombrone river, as we shall see in the following paragraphs). The town of Siena itself displays the same trend, reflecting the inclusion of the urban centre in the same system. It does not seem to be accidental that the fraction reflected in the two chronological macro-groups corresponds to a very specific economic phenomenon that swept much of the Mediterranean from the third century CE. In all three analysed settlements, we witness, in the Early Imperial Age, a majority of goods coming mainly from the Iberian Peninsula (primarily from Baetica but partly also from Tarraconensis, especially
garum and oil), as well as high-quality amphorae coming from Italy, associated with the transport of wine. From the third century CE, a sharp decline in both Hispanic and Italian products is documented, corresponding to the explosion of goods from North African markets, which become a characteristic feature in the archaeological record.

This evidence is derived exclusively from amphorae, as the ARS ware is present in very low quantities, in some cases close to zero, although higher quantities are seen in towns. In this sense, it is very important to consider the role of local products imitating the ARS such as the ingobbiata di rosso. These are characterized by almost slavish reproductions of the original North African pottery, although are of lower quality, especially in the coatings (consisting of reddish or brownish engobe), and peak chronologically in Tuscia between the late fourth and the sixth to early seventh centuries CE (Valenti 1991, 1995, 1996; Cantini 2015; Vaccaro 2015). This class is widely seen in both Siena and Santa Cristina, revealing a desire to imitate forms that no longer reached inland markets and, a need to fill the gaps to which the available supply could not respond. This indicates that a demand for ARS ware still existed, so the lack of certain types of ARS ware reflects a decline in trade routes. At the same time, the need to imitate, and therefore produce, these morphologically similar types ties to Roman tradition, mirror of the presence of still configured (although resized) needs and requirements that cannot yet plausibly be read as a reflection of a real crisis, which instead will accrue and be completed only in later centuries (Valenti 1999, 85). The absence of this pottery class in La Befa, however, could simply be due to the fact that, following the disintegration and subsequent abandonment of the facilities of the villa at the end of the fourth century CE, it has not been possible to record anthropogenic activities for those centuries in which the ingobbiata di rosso was a ‘guide fossil’.

Since we have completed all the ‘descriptive’ and quantitative assessment, in the following section dedicated to the definition of the so-called Ombrone system, we will trace the implications of the material culture on the ‘settlement hierarchies’ and how we believe that these implications can be read.

10.4 Approaching Network Analysis: The Case of the Ombrone Valley

Trade relations in archaeology, especially for products for which we know the origin, contribute to the understanding of the complex interchange systems, especially within the Roman globalized world (Pitts and Versluys 2015).

In archaeology, the concept of networks is not a novelty: commercial exchanges, ideas, artisans and road networks are studied, but generally the term is used in a very generic way, or as a synonym of connectivity (Leidwanger et al. 2014). Like many other disciplines, such as statistics and geography, the network analysis had already been intuited by the New Archaeologists (see Clarke 1998), long before the devel-
development of software able to help us in the application of such methodologies. With the development of post-processual theories, during the 1980s and 1990s, an anti-network thought was affirmed, which criticized the excessive rigidity of the system, technique and analysis (Knappett 2013; Collar et al. 2015).

We used the software Cytoscape (version 3.4), which is created for the visualization of molecular interaction in bioinformatics.²

We have selected the sites where a specific ARS form has been identified (e.g. Hayes 61), to create series of relationships and then linking the sites with the GIS least-cost path algorithm, for example, from the Salebrum harbour to the city of Roselle, from Roselle to Santa Cristina in Caio, and from Santa Cristina in Caio to the La Befa villa.

Fundamental statistics in network analysis are those linked to the concept of centrality: the calculation of the degree of centrality for each vertex and the degree of centralization of the network in general (Freeman 1978).

Besides the graphic representation, it is interesting to analyse some values that the network analysis generates: in particular, the betweenness centrality, which corresponds to the sum of the length of the shortest paths between each node and all the others to which it is directly connected and the edge betweenness, that is defined as the number of the shortest paths that go through an edge in a graph or network (Girvan and Newman 2002; Fig. 10.5).

Between the second and the third centuries, the chronological period chosen for network analysis, we identify three major commercial flows: the Mediterranean imports (arriving in the Tuscan hinterland from the Tyrrhenian ports), the Empoli amphorae and the Adriatic productions.

Santa Cristina is a central place in the commercial network of Roman Tuscany and in particular in the subnetwork of the southern part of the region. In particular, the settlement was a node of the three commercial routes described. The Mediterranean imports arrived in Santa Cristina from the Ombrone valley and were sold in the valleys of the Arbia and Orcia (and perhaps up to Chiusi). The Adriatic productions came from the valleys of Chiana and Orcia and are sold in nearby areas (such as the La Befa villa). The amphora of Empoli came to Santa Cristina from Siena and then in Roselle via the Ombrone river.

During the second century, Santa Cristina in Caio was the third site for betweenness centrality: the settlement had a role of distribution of Mediterranean products coming from the coast, towards Pienza, La Befa and Podere Caselle, and the Adriatic products coming from the Chiana valley towards Roselle, La Befa, Siena and then Volterra. The other nine sites on the top ten list are Pisa, Vada Volaterrana, Portus Scabris, Lucca, Roselle, Pistoia, San Genesio, Firenze and Portus Pisanus.

During the third century, among the top ten settlements with higher betweenness centrality, there are four cities (Pisa, Firenze, Arezzo and Lucca), four ports (Vada Volaterrana, Portus Pisanus, Portus Scabris and Spolverino) and two inland secondary settlements (San Genesio and Santa Cristina), connected to Roman roads and

²This software was developed in Seattle by the Institute for Systems Biology in 2002, then released under an Open license and currently maintained by a group of developers.
Fig. 10.5  (a) Network analysis of Tuscan settlements with ARS ware. The size of the sites is based on the factor named betweenness centrality, and the size of the edge is based on the edge betweenness. (b) GIS spatial representation of network analysis
important rivers (Arno and Ombrone). This type of sites was connected to commercial function. Secondary settlements were central places for the surrounding economic landscape and also to exchange goods with distant market places. It is not a coincidence that in these sites there were also productive activities, like pottery, iron and bricks (for Santa Cristina in Caio, see Bertoldi et al. 2017).

In conclusion, using this type of analysis, the principal network of Tuscany during the Roman period was the Arno system in the north of the region (Portus Pisanus-Pisa-San Genesio-Firenze-Arezzo). The second commercial network was located in the Ombrone valley (Salebrum-Spolverino-Roselle-Santa Cristina in Caio-Siena/Chiusi), and Santa Cristina in Caio was the principal node of the system.

10.5 Concluding Remarks: First Steps Towards a Model?

In order to define secondary settlements in their specificity throughout the transformations of landscapes between Roman times and the Middle Ages, we have chosen two different perspectives. Firstly, a macro-scale was used with the aim of understanding general trends by using ‘data mining’ methods (descriptive statistics), described by Richard Hodges (1989) as a ‘parachutist’s job’ equipped with calculator. Secondly, we used a micro- or semimicro-scale (being ‘cyclists’ rather than truffle hunters) in order to study an economic system, the Ombrone valley, in which we can grasp the significance of the role of secondary settlements such as Santa Cristina in Caio, within a complex net of relationships between the hierarchy of settlements and commercial routes.

The first data coming from the sample of reviewed sites show some trends:

• The curves representing the continuity of use of the secondary settlements indicate a strong longue durée (an average of about six centuries), with a high percentage of Roman sites settled in areas which were previously already occupied.
• During the Imperial Age (first to fourth century CE), we do not record drastic phenomena of abandonment, and, indeed, in the fourth century CE, there is the creation of new rural settlements, contemporary to the maintenance of the vital role of the structures related to the cursus publicus.
• The remaining percentage of reuses, even more significant when compared to the trend seen in the villae, seems to reflect a greater attractiveness to new settlements formed during the difficult centuries of the deconstruction of Roman landscapes in the late fifth and especially the sixth century CE.
• In the secondary settlements (higher than in villae), the high percentage of reuses characterized by the construction of a church is a quantitative indicator connected to the organizational strategies of the Christianization of rural areas, probably planned by the Church itself from the fifth century CE onwards (this phenomenon finds a similar comparison in the Tiber Valley and is highlighted by the excavations at the Mola di Monte Gelato; see Potter and King 1997; more in
general, for Lazio, see also the fundamental Fiocchi Nicolai 1994). The position of secondary settlements in the landscape, favourable both for the interaction of man and environment and for its proximity to the crucial areas of the economic framework (roads, rivers and the sea), may have played an important role in the choice of secondary settlements as ideal places for the construction of rural churches, in a view of ‘a precise plan of territorial occupation by the diocesan authority’ (Cantino Wataghin et al. 2007, 105; Castiglia 2018).

- From a simplified and bi-dimensional point of view, the infrastructures of communication (roads and rivers) where goods and people travelled are phenomena of great importance in relation to the secondary settlements, which tend to be located in proximity to these infrastructures. In contrast, towns had their own area of influence ‘rejecting’ secondary settlements with a centripetal force, as in Coulomb’s law, the coexistence of two poles with a strong ‘charge’ is impossible, especially in the paradigm of economic production, consumption and distribution of goods.

- The link of settlements with trade and the tendency of these to occupy nodes within economic trajectories in medium and large geographical areas is very important for understanding the continuity of employment of a site throughout the deconstruction of the Roman ‘world system’ and the complex emergence of the new Early Medieval world.

Under this general framework, however, lies a greater complexity in which certain factors and variables play a key role in our understanding of the historical processes.

The analysis of the ‘Ombrone system’ allowed us to compare the data of different kinds of sites (town-secondary settlement-villa) in the context of relations between sea and land along communication routes. In this framework, using the pottery analysis (amphorae, ARS and ingobbiata di rosso) as an indicator of economic flows has enabled us to better delineate connections between sites and between sites and the wider economic system.

Moreover, the detailed analysis of pottery held diagnostic ‘macro-economic’ perspectives, revealing how towns, secondary settlements and villae within this system, although playing different roles, managed to silently communicate. The city seems to be both the point of arrival and departure of certain types of goods, especially the ingobbiata di rosso produced in rural areas. The urban context, therefore, seems to remain an important point of reference in the hierarchy of commercial exchanges, despite the context of deep structural and topographic reconfigurations, such as the transition between Late Antiquity and Middle Ages. Nevertheless, the actual production needs to take place in rural areas and in the infrastructure connected to them, with workshops now constructed extra urbem, aiming to satisfy needs no longer tied to a large economic system such as that of the Empire but still anchored in the requirements of a market still influenced by it. The real turning point will take place only in the fully Early Medieval period, from the seventh century onwards. If we look at the nearby regional case of Lazio, the Tiber Valley Project, carried by the British School at Rome (Patterson 2010), represents a signifi-
significant and interesting comparison. In this case, from the third century onwards, there is a marked drop of settlements, with just an ephemeral reprise in the fourth and fifth centuries, with the secondary settlements going through a deep crisis: in the Tiber valley, only some villae and those sites that were reused for the building of churches ensured some tendencies of continuity (see Fiocchi Nicolai 1994; Patterson 2010, 145). But if we look at the material culture, mainly pottery, the trends are similar to those we identified in the Ombrone valley: from the fifth century onwards, in fact – quite analogously to what happens in our research area – the markets’ needs were satisfied mainly thanks to local production that somehow guaranteed ‘standardized good quality products’ (Patterson 2010, 146).

Another interesting comparison is the Arno river: there were some secondary settlements that alternated with the cities in the valley. These minor settlements had a strong commercial vocation, as evidenced by the findings of imported ceramics (Cantini et al. 2009).

The Ombrone river is then a complex socio-economic system that favours long-term trade from the coastlines to the hinterland, through a ‘winning’ settlement type, the vicus. Santa Cristina in Caio and perhaps Pietratonda are the nodes of the system, living mainly on trade and crafts.

In conclusion, to define the economic and commercial role of secondary settlements in greater detail in the long term, two main things are needed: an increase in stratigraphic investigations of these contexts and an intensification of comparative analysis between the different provinces of the Empire and the individual systems, where rivers, roads and secondary settlements formed a segment of the economic history of the countryside between Roman times and the Early Middle Ages.
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Part III
Transport and Movement
Chapter 11
Modelling of Pathways and Movement Networks in Archaeology: An Overview of Current Approaches

Philip Verhagen, Laure Nuninger, and Mark R. Groenhuijzen

Abstract This chapter presents and discusses current approaches and trends in computer-based modelling of pathways and movement networks in archaeology. After an introduction to the theoretical concepts involved, we present a state of the art of methodologies applied for reconstructing pathways and movement in ancient landscapes and discuss the various difficulties in using these methods as well as the most important technical hurdles involved. The problems of integrating optimal pathfinding algorithms with ‘softer’ socio-cultural variables are highlighted, as well as the limitations of modelling connections between places using least-cost path techniques. Network analysis reconstruction and analysis approaches are then reviewed as tools to better understand the overall structure of movement and communication in ancient landscapes. It is concluded that, while the potential of current approaches for understanding ancient movement is considerable, improvement is still needed in three main areas: the integration of approaches, sensitivity analysis and validation, and the theoretical underpinning of models of ancient movement.
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11.1 Introduction

In this chapter, we provide an overview of the current approaches to computer modelling of pathways and movement networks in archaeology. The subject has been of interest to archaeologists since the early 1990s, when the first studies were published that tried to reconstruct ancient pathways using GIS (e.g. Van Leusen 1993; Verhagen et al. 1995). Since then, a considerable amount of research has focused on...
the modelling process itself, by trying to find ways to incorporate the factors that influence movement into the models as realistically as possible in order to arrive at good reconstructions of ancient routes and movement patterns. While clear successes can be observed in this respect, some major questions remain. These are centred around the possibilities of accurately modelling human movement and navigation practices on the basis of archaeological and experimental data, the validation of the models, and the relationship between the modelled routes, communication and transport networks and settlement patterns.

The purpose of this chapter is to summarize the main issues in the debate and put them into a larger theoretical and methodological perspective, since such a comprehensive overview is currently lacking. However, we refrain from discussing the results of individual modelling projects in terms of their archaeological interpretation. The chapters that follow (Chaps. 12, Groenhuijzen; 13, De Soto; 14, Parcero-Oubiña et al.; and 15, Crawford) provide a number of case studies in which this aspect is addressed.

11.2 What is Movement, and How Do People Move?

11.2.1 Affordances and Movement Potential

When discussing modelling of movement and pathways, it is useful to think in terms of affordances (Gibson 1977, 1979; Ingold 1992; Llobera 1996; Murrieta-Flores 2010). The concept of affordances was formulated by the psychologist James Gibson in 1977, and the term is a neologism based on the verb ‘to afford’. Thus, the affordance of an environment corresponds to what it can offer to an individual (in the broad sense of the term including humans and non-humans), for better or for worse. It implies an interdependency between the individual and the environment. It is not only the set of abstract physical properties of the environment that can be measured in standard units, scales, etc. but a set of properties that are relative to the individual considered. Affordance could thus be defined as the potential offered by the environment in relation to an individual’s properties and abilities to act in that environment (to move, obtain food, etc.): it is a set of environmental properties related to individual behaviour. According to Gibson (1979), the affordance of an environment is not the sum of its qualities but is more related to what the individual will normally pay attention to when doing something, like moving for example. Gaver (1991) supplemented the definition of affordance as the properties of the environment that make certain actions possible for an individual who is equipped for this purpose. In addition, he distinguished three types of affordances:

- The perceptible affordance which both affords and suggests an action
- The hidden affordance which affords an action but does not suggest it
- The false affordance that suggests an action but does not afford it (e.g., quicksand when moving on the ground)
When moving, the affordance thus is the potential offered to an individual within a specific environment to move from one place to another, even when the individual is unaware of this or is not able to take advantage. It is only by considering the reciprocal influence of the environment (geographical, cultural) and the movement capability (technical, social) of individuals that we will arrive at identifying a set of movement affordances.

The basic premise of modelling of pathways and movement in archaeology is that we can use the affordance properties of the environment for movement in order to compute the past movement potential for a set of locations, using a GIS, for example (Llobera 2000).

Closely related to movement potential is the concept of accessibility. While movement potential is origin-oriented, accessibility considers movement from the perspective of the destination. In a completely isotropic environment, accessibility is the reciprocal of movement potential. In reality, the affordances can vary according to the direction of movement. For example, a site located on a hilltop can have a large movement potential, but not be very accessible.

Movement potential and accessibility are, however, only a set of possible, as-yet unfulfilled movement patterns. Modelling the actual movement of people and the pathways they have taken requires us to understand not only the affordances associated with movement but also the goals of movement and the cognitive and social processes that guide movement and structure the development of pathways that may eventually take on a permanent nature, and thereby change the affordances.

How to model movement, accessibility, and pathways has therefore been the subject of a substantial and lively debate characterized by a large number of experimental studies that heavily rely on GIS-based data and techniques. Underlying these are a number of assumptions about (ancient) movement that we will shortly discuss in the following sections. The main elements to consider are the movement capability of individuals, the definition of movement potential and accessibility by means of cost surfaces, and the use of least-cost paths as a technique based on optimal path-finding routines.

11.2.2 Movement Capability

11.2.2.1 Energy or Speed?

It is common practice in path modelling studies to measure movement capability in either energy expenditure or movement speed. Both are innate to the individual considered: humans walk slower than horses and spend less calories per time unit of movement. However, we have to take into account that modelling of movement capability is usually determined on the basis of averages for healthy individuals. Furthermore, individuals will not always maintain an average speed but can decide to go slower or faster.
The calculation of energy expenditure is often preferred because it is a direct measure of the effort that humans or animals will have to make in order to go somewhere while maintaining a certain speed. Ultimately, energy will run out and will need to be replenished with food and/or fuel and rest. It therefore poses a limit to the amount of time that can be spent on movement and thus on the distance covered.

Movement speed is more relevant for dealing with types of movement that prioritize speed, such as the deployment of troops, the trade in perishable goods, or the transfer of messages. It is also easier to understand when interpreting and comparing modelled pathways. Movement speed and energy expenditure are of course related, and there are even conversion formulae available (e.g. Groenhuijzen and Verhagen 2015).

11.2.2.2 Transport Modes

The human capability for movement differs depending on the mode of transport used, which is in turn dependent on the transport medium (land or water). Almost all studies on modelling land-based movement up to date have focused on walking as the primary mode of transport. This has been studied in sufficient detail to allow for realistic modelling of movement capability, including the effects of carrying a load (see Sect. 11.3.1.1).

For other modes of transport, there is much less reliable data available. Riding animals, in particular horses, can obtain much higher speeds than humans and will have been used when longer distances needed to be covered quickly. While average speeds and maximum distances per day covered on horseback or by riding other animals are known from historical sources, good data on the energy expenditure of riding animals are scarce. Some comparisons were made between human and donkey by Yousef et al. (1972), and the effect of loads on the movement speed of horses were studied by Wickler et al. (2001).

For carrying heavy loads, pack animals and wheeled transport will have been preferred, although these were not available to all ancient societies. In all probability, the use of pack animals (mostly mules, donkeys, and horses, but also camels, llamas, and elephants) will not have greatly influenced the speed of movement and the distance covered, since there would always be humans accompanying the transport animals. However, in the case of llamas, it seems that they could not travel for more than two days consecutively and would only cover distances of up to 20 km per day (D’Altroy 2015).

In the case of wheeled transport, there is only very general information available on the types of carts used, the number and type of traction animals employed to draw them, the maximum loads carried, and the accompanying movement speeds and distances (Bachrach 1993; Roth 1998; Kolb 2000; Yeo 1946; Laurence 1999; Raepsaet 2002; Adams 2007).

Water-based transport is another often overlooked transport mode in the modelling of movement, even though rivers in many areas form natural corridors of movement from the hinterland to the sea (Laurence 1999; see also Chap. 10, Bertoldi,
Castiglia and Castrorao Barba). Water transport is also capable of transporting much heavier loads than land transport. Relatively little research has been done on the quantification of ancient movement over water. The speed or energy expenditure is dependent on various factors, including the ship type, manner of propulsion (floating, paddling, rowing, sailing, towing, and/or using a push pole), the direction of travel, and the flow of the river. Some information is available on long-distance movement, for example using prams on the Rhine in the Roman period (Jansma and Morel 2007). However, most local transport over water probably made use of dugouts (also known as dugout canoes or logboats), a type of watercraft that has been used at least since the Mesolithic. McGrail (1978) and Gregory (1997) provide an overview of dugouts from the UK and Ireland, including some quantification on speed and load capacity. Ancient sea transport, while having been studied in considerable detail (e.g. Casson 1994; Pomey 1997; Arnaud 2005), is even more challenging to model given the lack of (historical) data on how ships responded to weather and water conditions.

11.2.3 External Factors Influencing Movement Capability

11.2.3.1 The Natural Environment

The human capability for movement is influenced by external factors that are out of control of the individual, in particular terrain conditions – although atmospheric conditions can play a role as well. Topography, and in particular slope, is the most frequently used environmental factor considered. Steep slopes hinder movement for all modes of land-based transport, up to the point where zones may become impassable. The effect of slope on energy expenditure for walkers has been studied in detail (see Sect. 11.3.1.1). For other modes of land transport, however, the effects of slope are less well defined.

A number of other environmental constraints can influence movement capability. One of the most important is the presence of muddy and boggy terrain that can considerably slow down movement or even impede it. Unlike topography, hydrological conditions can change relatively quickly and may have a distinct seasonal component. In tidal zones, conditions will even change within hours. In colder regions, the presence of snow and ice in winter is a factor to consider as well. Movement potential in winter may be quite different from summer, when wet areas will be frozen over that are difficult to negotiate in summer. Vegetation, especially high brush, can also reduce movement capability.

There is some experimental evidence available that relates different terrain conditions to the energy expenditure of walkers (Soule and Goldman 1972; Pandolf et al. 1976, 1977; De Gruchy et al. 2017). This evidence is rather limited, and similar data for other modes of transport are not available. Pack animals, however, seem to have no difficulties in keeping up with humans in any form of terrain, although for steep slopes mules and donkeys were usually preferred over horses, since they
are better at negotiating this type of terrain. For wheeled transport, critical slopes are clearly lower than for walking (Herzog 2013a), and in difficult terrain, wagons and carts will experience more difficulties than humans and pack animals (Haisman and Goldman 1974).

The effects of river crossings on movement capability across land have also been considered in a number of path modelling studies (see e.g. Van Leusen 2002; Fiz and Orego 2008; Whitley et al. 2010). The procedure followed is usually to consider rivers (and other water bodies) as if they are zones that hinder movement in the same way as very steep slopes. Whitley et al. (2010) instead took the energy expenditure of wading and swimming as input for their models and this would seem to be the most realistic approach to estimate movement capability of walkers in wet terrain. Again, no similar data is available for other forms of land-based transport. We also have to keep in mind that getting one’s feet or body wet comes with additional disadvantages, so the use of water-based transport will quickly become attractive even when the total distance to be covered over water is not very large.

For water-based transport, however, much less data is available on the effects of the natural environment on movement, even when some research has been done into modelling the effects of winds and currents on sea transport (see for example the ORBIS project http://orbis.stanford.edu).

11.2.3.2 Infrastructure

Human intervention in the landscape can improve movement conditions considerably. Whether humans tried to overcome or reduce the effects of terrain conditions on movement will have depended on the importance attached to moving with little effort from one place to the next and on the technical abilities of ancient societies. Relatively simple measures include clearing the ground to make the going easier in the case of dense vegetation or boulders, the use of stepping stones to negotiate small rivers, and using switchbacks, steps, and stairs to climb steep slopes. More complex solutions are the construction of bridges to cross wider rivers and ravines, paving of roads in the case of wet terrain, and even cutting tunnels to pass steep rock faces.

In order to travel larger distances, people and animals also need places to stock up on food and water and find shelter to safely spend the night (Murrieta-Flores 2010). Locations where these facilities are found can be both natural and anthropogenic. Also, places where people could shift between modes of transport, like harbours and horse stables, will have been important logistical facilities. In the Roman period, for example, an empire-wide infrastructure of mansiones, mutationes, and stationes was maintained to provide food, rest, and, if needed, fresh horses. The stageposts along the Inka road system known as tampus also provide a very good example of such an infrastructure. Hyslop (1984) estimates there were around 2000 of them along the ca. 40,000 km of the road network.

An important effect of infrastructural improvement is that it will concentrate movement in specific locations, and thereby also increase the possibilities for
control of travel and transport (see Sect. 11.2.3.4). Modelling the effects of infra-
structural improvement on movement patterns has however not been explored in depth.

11.2.3.3 Safety

The factors considered so far are primarily concerned with energy efficiency and
maximizing the speed of movement, i.e., they have direct effects on the movement
capability of individuals. Many factors that influence movement, however, do not
just have an effect on movement capability but also or even predominantly on the
perceived affordances of the environment.

Unsafe areas in particular will have been avoided by travellers unless they were
sufficiently prepared to deal with any dangers on the road. Knowing where enemy
groups or wild animals lived – not to mention the residential areas of evil spirits or
grumpy ancestors – will thus have been a very important consideration when choos-
ing a route. Many ancient routes will therefore have been determined by the ability
to avoid potential dangers, or if this could not be done, to equip them with protective
infrastructure, such as forts and watchtowers.

Other aspects of safety have to do with weather conditions: a route could become
unsafe or even inaccessible because of rainfall, snow or drought, and may have had
specific infrastructure to deal with the effects of excessive water, cold or aridity.

Modelling safety of movement is highly complex since we usually don’t have
much evidence on where hostile groups of humans or animals, or even malicious
spirits could be found (see Whitley 2000 for an exception). Visibility must have
been an important aspect for this, and in some contexts it is therefore possible to
analyse if routes are safer or more unsafe than others on the basis of being hidden
from sight (Lock et al. 2014). However, we should not underestimate the role of
sound and smell either. Estimating the effects of extreme weather conditions would
seem more feasible, but as far as we know there are no studies around that have
specifically addressed these questions from a route modelling perspective.

11.2.3.4 Control

Control of routes was important for guaranteeing the safety of travellers, but many
societies also used roads and other infrastructure to impose political and economic
control on their own or hostile populations. Roads and waterways facilitate the
movement of troops and can be used to regulate the access of travellers and goods
by means of tolls. Travellers could also be forced to pay for the use of infrastructure
and logistic facilities. Obviously, this kind of control system may also have led
people to take different, non-controlled routes to escape paying the taxes.

A different type of control is supposed to have played a role in the positioning of
the Inka imperial road system (Lynch and Parcero-Oubiña 2017). The Inka placed
great importance on the symbolic appropriation of spiritual landmarks, in particular
the snow-capped mountaintops of the Andes. It is suggested that the positioning of the imperial roads can at least partly be explained by the wish to keep the mountaintops within view over a long stretch of road, and in this way assert the empire’s power over places of spiritual importance.

11.2.3.5 Navigation

Various authors have pointed out that navigation is inherent to movement (e.g. Lock and Pouncett 2010; Murrieta-Flores 2010), and thus the ease of navigation constitutes one of the major factors determining the affordances for movement on both land and water. Humans rely on sequential and mostly visual cues to find their way in the landscape. Cognition plays a vital role in the human ability to navigate, and the more local knowledge the traveller has, the easier it will become to find one’s way. When travelling in unfamiliar terrain, however, navigational markers are necessary to help travellers arrive at their destination as they allow to provide oral or written instructions for wayfinding, like the famous indigenous Australian songlines. This latter aspect of creating a ‘mental map’ rather than using distance calculations was also relevant for maritime navigation in the Pacific (Turnbull 2000, 136). Permanent roads and water courses will even better guide movement, but even then markers will help the traveller to decide where to go, for example when arriving at a junction.

Navigational markers can be both natural and anthropogenic. The most important natural ones are terrain morphology (e.g. peaks, valleys, slope breaks, caves, horizon profiles), hydrology, vegetation, and geology (rock outcrops, boulders). They can be related to both short-distance and long-distance travel. A mountain top or river, or in the absence of such a landmark, the position of the sun or the stars, may provide the general orientation of travel. For navigation over short distances, and especially in circumstances of reduced visibility, local markers are more important. We should also be aware that markers can change their appearance over the seasons: ground can be covered in snow, trees will lose their leaves and water courses may flood or disappear in the dry season.

In the absence of suitable natural markers, humans have for a long time created their own ones, for example by erecting standing stones, cairns and milestones or by planting trees. Lighthouses were already in use in Antiquity to aid maritime navigation. Markers can also be used to emphasize the visibility of natural features, for example by placing cairns on hilltops, or by creating rock art (Fairén-Jiménez 2007). However, there will have been myriads of other anthropogenic markers available to travellers, since paths and routes express their character in a number of ways, for example because of their mode of construction, their trajectory including curves and crossings, and the presence of related infrastructure and other human activity in the vicinity of the path.

Understanding the role of navigation and markers in movement is a complex exercise, as is demonstrated in the studies by Murrieta-Flores (2014) and Llobera (2015). Researchers have therefore also focused on more general indicators to
model the influence of navigation on path location, such as the general direction of movement (Zakšek et al. 2008; Lock and Pouncett 2010) and overall visibility (Lock and Pouncett 2010). Visibility, while being the sense that still provides ‘most information on the structure of space to the brain compared to the rest’ (Llobera 2007, 52), is however only one aspect of how people navigate; smell, sound, and even the touch of the feet on the ground also provide clues on the position of the traveller and will change according to the season.

11.3 Modelling Approaches to Ancient Movement

The interest in modelling ancient movement was initially triggered by site catchment analysis studies in the 1970s (Vita-Finzi and Higgs 1970; Higgs and Vita-Finzi 1972). This approach can be characterized as establishing the affordances of a settlement’s environment for agriculture or hunting-gathering, for which movement potential was considered to be the major factor. The area that could be reached within a certain amount of time from the settlement was considered to be the extent of its territory (see e.g. Ericson and Goldstein 1980). Since this analysis involved actually walking the areas around archaeological sites to map the extent of the territories, the utility of creating cost surfaces to quickly calculate and analyse the movement potential around settlements was therefore already clear when GIS arrived on the scene (see e.g. Gaffney and Stančič 1991; Verhagen et al. 1995).

However, the possibility to calculate least-cost paths (LCPs) in order to reconstruct ancient movement patterns and pathways was a new addition to the quantitative archaeological toolbox (Van Leusen 1993) and attracted much interest from the mid-1990s onwards. Least-cost path modelling is a method to find the optimal path between two or more locations. First, a cost surface is defined that determines the costs of crossing one grid cell, usually specified in time or energy units spent. A cumulative cost surface is then created from a starting point which will provide the cost distance from the starting point to every grid cell in the study area. Finally, we can then determine the least-cost path between the starting location and any other location, giving us some idea on where transport and movement may have taken place. The cumulative cost surface can also be used to find the area that can be reached within a certain amount of time (or by spending a maximum amount of energy).

Applications of path modelling are not just found in archaeology but also in economic and human geography (see Rodrigue et al. 2017) and to a lesser extent in ecology (see Cushman et al. 2013). In these disciplines path modelling is used to understand and predict movement patterns of traffic, goods and people (in geography) and animals (in ecology) within a constrained environment. These constraints are either natural, or created by human intervention. In contrast to archaeology, however, the movement processes modelled in geography and ecology can still be observed today.
Archaeologists and historians, on the other hand, are confronted with the fact that factors influencing movement patterns and transport networks have changed considerably in the recent past. Both the capacity of humans to intervene in the landscape and create new possibilities for movement, as well as the modes of transportation are completely different from those in prehistory, or even from a period as recent as the nineteenth century (see e.g. Lawton 2004). Analogies from modern day transportation are therefore not very suitable for archaeological applications. However, reliable information on how people dealt with these issues in the past is limited. Researchers therefore have to rely on modern-day data, such as physiological research into the speed of movement of humans in different environments, and use the scant historical evidence, for example by applying data from historical military sources to situations that did not involve the movement of troops.

Furthermore, the underlying premise of GIS-based modelling of movement and pathways is the calculation of optimal, least-cost or least-effort paths. This is an assumption that is very restrictive when investigating past movement (see e.g. Ingold 2011), and many studies in archaeological path modelling over the past decade have tried to come to grip with this. The main issues to be considered have been summarized in various papers (e.g. Murrieta-Flores 2010; Herzog 2014), but it is useful to provide a condensed overview here.

### 11.3.1 Cost Surfaces and Cost Definitions

#### 11.3.1.1 Defining Movement Capability

Most modelling studies in archaeology have been explicitly interested in movement on foot and assume that slope was the main constraint to movement. While slope clearly is a major factor influencing movement capability, we already listed a number of other factors that can be considered. The popularity of slope as the primary cost factor is therefore not just related to its (perceived) archaeological importance, but also to the fact that elevation data is relatively easy to obtain, and can usually be considered a reasonable approximation of the topography in the past, since it is the most stable and enduring geographical factor. Also, walking on slope is the only type of movement for which there is reasonably detailed experimental evidence (Margaria 1938; Imhof 1950; Givoni and Goldman 1971; Pandolf et al. 1977; Ericson and Goldstein 1980; Minetti et al. 2002; Langmuir 2004; Kondo and Seino 2010).

Herzog (2013a) provides an overview of the different cost (or ‘hiking’) functions that have been used to estimate the effect of slope on walking speed and energy expenditure. She compares these functions to the data collected by Minetti et al. (2002) when walking on a slope and presents a 6th order polynomial function that best approximates the experimental data. The alternative equation developed by Llobera and Sluckin (2007), however, seems to better match the empirical data. Since these equations only provide values for energy expenditure, they cannot be
directly converted to time units, which are easier to understand and compare. By far
the most popular hiking function in archaeology has therefore been the one attrib-
uted to Tobler (1993).

Similar functions for riding or pack animals and wheeled transport are not avail-
able because of a lack of experimental data. It has been noted (Llobera and Sluckin
2007; Herzog 2013a) that there is a critical upward slope for vehicles beyond which
movement is not possible. As far as we can tell, however, the only equation that
directly connects slope, and to some extent terrain friction, to movement of carts is
given by Raepsaet (2002).

When calculating LCPs using slope-based hiking functions, it is important to
keep in mind that upslope movement will lead to different paths than downslope
movement, and therefore ‘isotropic’ cost distance calculations are unsuitable to esti-
mate the optimal paths. A further problem with slope-based cost surfaces is that
slope in GIS is always calculated as the average of slope from a grid cell to its 8
neighbouring cells. However, in order to find the optimal path, we need to know the
slope in the direction of movement, or effective slope. Solutions to this problem
have been implemented in various GIS packages (IDRISI, SAGA, ArcGIS), but
Herzog (2013d) showed that the existing tools are either not implemented correctly
or lack sufficient documentation to judge their performance. Alternative approaches,
taking into account the general direction of movement, have been presented by
Zakšek et al. (2008) and Lock and Pouncett (2010), but in practice there does not
seem to be agreement on the best way to proceed.

11.3.1.2 The Role of DEMs

Herzog (2014) also discusses the problems associated with creating LCPs from
digital elevation model (DEM). Most available DEMs are not well suited to create
cost surfaces and least-cost paths for archaeological research questions. LiDAR-
based elevation models are very popular with archaeologists nowadays because of
the level of detail they provide. However, their high resolution is also a drawback for
path modelling since many modern-day, anthropogenic landscape features are pres-
et in the models as well, and filtering techniques to easily suppress these are not
sufficiently developed yet. The vertical and horizontal accuracy and/or precision of
the popular and free Aster and SRTM products on the other hand is often not suffi-
cient for a realistic calculation of the accumulated cost surfaces. Also, interpolation
techniques used to create DEMs from digitized contour lines and irregularly spaced
point elevations can greatly influence the results. A well-known effect is the cre-
ation of artificial elevation ‘steps’ in relatively flat terrain because of very widely
spaced contour lines. Ideally, DEMs used for LCP modelling should be based on
corrected and sufficiently detailed height information that ignores recent anthropo-
genic features, and takes into account recent natural changes in topography as well.
This often still implies correcting the DEMS manually, for example by consulting
and (partly) digitizing historical elevation maps.
Lock and Pouncett (2010) and Lock et al. (2014) point out that scale is also an important factor influencing the results of slope-based path modelling. The horizontal resolution of a DEM will have a marked effect on the end results, as is for example shown by Verhagen et al. (2014). A DEM at a resolution that is too coarse may obscure difficult passages, especially the occurrence of cliffs, since these have a very limited horizontal extent (width). A cliff with only a few meters height difference is in practice impassable, but an elevation difference of 5 m will not seem very important when the cell size is large enough. The slope at $5 \times 5$ m resolution will be 100%, but at $50 \times 50$ m only 10%. DEM resolution also influences the results of path modelling when introducing linear features like rivers and cliffs as barriers or zones of difficult access, because of the effect of diagonal crossing (Van Leusen 2002).

11.3.1.3  Modelling Other Terrain Costs

Other terrain factors directly influencing movement capability, in particular vegetation and soil type, would seem easier to model since their effects are isotropic, but in practice they are more difficult to estimate. Experimental data on energy expenditure when walking through various types of terrain were published by Soule and Goldman (1972) and Pandolf et al. (1976) and converted to terrain coefficients reflecting the difficulty of movement (summarized by Herzog 2014). A recent study by De Gruchy et al. (2017), however, indicates that these coefficients cannot be translated directly to movement speeds. For movement of vehicles, it is even more difficult to obtain reliable estimates. Groenhuijzen and Verhagen (2015) therefore combined the terrain coefficients obtained for handcarts by Haisman and Goldman (1974) with data on average movement speeds of vehicles reported from historical sources (Roth 1998).

Water-based transport has to take into account the direction of movement (upstream of downstream, which can be included through artificial slope; Groenhuijzen 2018), the flow of the river and the costs of moving between land and water. Wheatley and Gillings (2002, 156–157) suggest to model waterways as part of multimodal pathways as low-cost corridors which can be accessed through a barrier of high costs. Whitley et al. (2010) included portage of canoes as a cost factor as well. As mentioned in Sect. 11.2.2.2, some experimental and historical information is available on sailing speeds for different types of vessels, but in practice it is very challenging to model all aspects influencing movement capability on water.

11.3.1.4  Visibility as a Movement Cost

Possibly the most frequently considered non-terrain-based cost factor in pathway modelling is visibility, because of its close relationship to navigation, safety, and road construction practices but also because it can be relatively easily modelled on the basis of DEMs. The interest in visibility as an aspect of strategic placement of settlements, military infrastructure and monuments has a long history, and has been extensively explored in archaeological GIS studies (e.g. Gaffney and Stančić 1991;
Wheatley 1995; Ruggles and Medyckyj-Scott 1997; Loots et al. 1999; Lake and Woodman 2003; Llobera 2003; Trifković 2006; Gillings 2009).

The inclusion of visibility as a cost factor for movement is usually approached through the calculation of total viewsheds (Llobera 2003) within the region of interest, and then adding the relative visibility of each grid cell as an additional cost. The drawback of this approach is the heavy computational load associated with total viewshed calculations. For this reason, Verhagen and Jeneson (2012) used openness (Yokoyama et al. 2002) as a proxy for visibility.

Recent studies (Bourgeois 2013, 105–158; Ćučković 2015) have drawn attention to the fact that networks of intervisibility of archaeological sites and prominent landscape features can be successfully modelled and analysed, and may be of interest for understanding navigation and movement as well.

11.3.1.5 Modelling Socio-cultural Costs

Herzog (2013a) discusses how to use parameters not related to movement speed in path modelling, like visibility or the presence of particular features attracting or repelling travel. ‘Socio-cultural’ costs are not based on expenditure of energy, and the resulting models will therefore not necessarily result in ‘optimal’ paths. Since the costs cannot be expressed in units of time and energy they need to be translated into a different ‘currency’, using some form of subjective weighting. This can produce confusing end results, since the costs then calculated are no longer real costs but ‘pseudo-costs’.

The basic procedures for combining factors that are not intrinsically comparable are covered by the literature on multi-criteria analysis (MCA; Saaty 1980; Nijkamp et al. 1990; Malczewski 1999), a technique that is quite commonly applied in archaeological predictive modelling (Dalla Bona 1994; Verhagen 2006) and which has also been used for path modelling (Howey 2007). Importantly, the weighting of factors can take place at two levels: the attribute level (e.g. where it concerns the importance of visibility with increasing distance) and the criterion level (e.g. whether visibility is a more or less important factor to consider than slope). Normally, the weightings in MCA are based on expert judgement, preferably obtained by consulting a number of experts who then express their weight preferences using a procedure known as pair-wise comparison (Saaty 1980; Verhagen 2006). However, there is no objection to using different weighting methods or to include ‘fuzzy’ weights.

11.3.2 Calculating Routes and Movement Potential

11.3.2.1 LCPs and Corridors

Many published case studies in archaeology concerned with the reconstruction or prediction of ancient movement are modelling linear connections between two or more locations. This is mostly because the LCP toolboxes in GIS packages only
calculate a single optimal route between start- and endpoints. The shortest path algorithms used in GIS are based on the work of Dijkstra (1959) and other computer scientists (Hart et al. 1968) who wanted to find efficient solutions to the problem of finding the shortest path in a graph consisting of multiple, unevenly spaced nodes. Movement in a grid is a special case of this, since all the nodes (grid cells) are evenly spaced. It is only by attaching differential costs to moving from one grid cell to the next that we can apply shortest path algorithms in a raster-GIS environment.

The assumption of a linear route is true for single travels, but the paths taken for multiple travels may shift in location, especially if these are continued over long periods of time, and when the routes are not consolidated by means of infrastructural amenities. Therefore, archaeologists have also explored the possibility of defining corridors of movement on the basis of cost surfaces, as a more fuzzy and possibly more realistic approach to reconstructing and predicting ancient movement patterns (e.g. Howey 2011; Murrieta-Flores 2012; Van Lanen et al. 2015a; Howey and Brouwer Burg 2017).

Some attempts have also been made to model potential movement patterns via agent-based modelling (ABM; Herzog 2016). The advantage of this approach is that the modelled paths are not deterministic: the agents can react to stimuli of the environment, and they can interact with other agents moving in the landscape. These models can also be used to simulate the spatio-temporal development of movement patterns. Simulation models are very well suited to investigate all kinds of socio-cultural processes, but they are often based on highly abstracted representations of environmental and archaeological settings involved, whereas GIS-based studies often aim for more realistic representations. Furthermore, the few ABM studies around (e.g. Lake 2001; Wren et al. 2014) have mostly focused on dispersal, for example in the context of foragers looking for food or hominids moving out of Africa, rather than on the goal-oriented movement that is more commonly modelled in GIS. An exception to this is the study into army movement by Murgatroyd et al. (2012), who used computer-intensive ABM to model the logistics and most probable marching route of Byzantine troops on their way to the lost battle of Manzikert.

### 11.3.2.2 Movement Potential

LCPs and corridors assume travel between fixed start- and endpoints, an assumption that is not necessarily valid when studying movement in the past. Non-agricultural societies, for example, can be highly mobile, so routes and pathways will be highly variable as well, depending on the availability of mobile or seasonal resources. Furthermore, the archaeological data sets we use are incomplete and do not provide us with all the clues we need to model ancient routes. Methods to predict potential routes can therefore be very useful.

A first step in this direction can be to model the movement potential for a set of locations (see Herzog 2013c for an in-depth overview). As indicated earlier, movement potential is closely related to accessibility but not its exact reciprocal. Llobera (2000) introduced the concept of ‘total path costs’ as a proxy for movement potential. By calculating for each grid cell the average costs of moving to every other grid
cell within a predefined radius it can be analysed at various scales (local, middle range, global). Mlekuž (2013, 2014) developed a similar method of calculating ‘potential path fields’, which proceeds by summing accumulated cost surfaces (‘site catchments’) for every single grid cell. This method can also be used to analyse movement potential at multiple scales. Herzog and Yépez (2013), lastly, introduced ‘least-cost kernel density estimation’ to obtain movement potential maps, giving a higher weight to the areas closer to the point of departure. All these methods are computationally intensive on larger grids. It has to be emphasized that all published examples are based on the calculation of terrain costs influencing walking speed, in particular slope.

A map of movement potential based on least effort is not yet an indicator of probable movement patterns. Whitley and Hicks (2003) therefore experimented with creating multiple LCPs crossing a region from edge to edge, maintaining a regular distance between the start- and endpoints, and then cumulated the results. This idea was also applied by Zakšek et al. (2008) and Fovet and Zakšek (2014), using multiple LCPs connecting known settlements, and was further explored by Murrieta-Flores (2012). Using this approach, the LCPs will concentrate in specific locations, and their density can then be used as a proxy for the probability of movement.

This concept was taken further by creating LCPs from regularly placed departure points in a region, running either to the edges of the study region or to a number of terminus points within a predefined radius of movement. This approach was independently developed by White and Barber (2012), who named it ‘From Everywhere To Everywhere’ or FETE modelling and by Verhagen (2013) who referred to it as ‘cumulative cost path’ or CCP modelling. Llobera (2015) created similar patterns by calculating LCPs between random locations at varying distances. Herzog (2013c) notes that this approach has drawbacks in application: the concentration of paths is not dependent on the absolute costs involved, so even in areas where movement costs are generally high there still will be many paths.

A different approach to the problem of modelling potential routes is presented by Llobera et al. (2011), who used hydrological flow accumulation algorithms on accumulated cost surfaces, first experimented with by Fábrega Álvarez (2006), to create a ‘focal mobility network’. A similar procedure was published in the same year by Frachetti (2006). It results in the creation of multiple, converging paths from the edge of the accumulated cost surface to the point of departure (see also Chap. 14, Parcero-Oubiña et al.). The locations where the paths converge can be considered as nodes in a network, and a ‘mobility basin’ is then defined as the number of cells ‘draining’ into a node.

### 11.3.3 Sensitivity Analysis and Validation

While substantial debate has thus been directed towards the definition of cost parameters and the best ways to calculate movement potential and pathways, sensitivity analysis and validation of the models has been of less concern (see also Kantner 2012). Sensitivity analysis will reveal the effects of changing the
parameters that are entered into the model, and it has a solid tradition in computational modelling outside archaeology (Brouwer Burg et al. 2016).

Since path modelling is based on three different steps (cost definition, creation of accumulated cost surfaces, and least-cost path calculation), we can make comparisons and perform sensitivity analyses in all three stages. Of these, the comparison of cost definitions is the easiest, since we know the equations and/or weighted costs involved, and GIS offers good tools to compare these by making overlays and obtaining spatial statistics. It therefore may come as a surprise that such simple analyses are never presented (the authors of this paper plead guilty as well). Comparing accumulated cost surfaces is more complicated, since we will have to compare them for each and every starting point (and maximum distance, if applicable). This is an exercise that has never been published either, as far as we are aware.

Comparison of individual LCPs or movement corridors is a more common procedure (e.g. Howey 2007; Gietl et al. 2008; Verhagen and Jeneson 2012; Kantner 2012; Herzog 2013a, d; Verhagen et al. 2014). In most cases this is only done visually. Aspects like path length, deviation, sinuosity (Mueller 1968) and path travel time, however, are relatively easy to calculate, and can be used to assess the relative efficiency of the routes. Also, the characteristics of the paths can be quickly analysed by overlaying them on one or more of the cost factors used or on other environmental characteristics, for example to see where the paths are crossing difficult terrain. However, this becomes computationally expensive when doing this for a large number of paths.

Validation of path models is very comparable to sensitivity analysis, the only difference being that it compares the model outcomes to empirical data such as field observations, indigenous knowledge or ethnographic accounts and/or historical documents (e.g. Howey 2007; Becker and Altschul 2008; Fiz and Orengo 2008; Polla 2009; Fovet 2010; Murrieta-Flores 2014; Verhagen et al. 2014; Güimil-Fariña and Parcero-Oubiña 2015; van Lanen et al. 2015b; Supernant 2017; Fonte et al. 2017). Most work so far has been concerned with establishing the accuracy of the reconstructed routes in comparison to the available evidence. This is because a correct prediction is desirable from a heritage management perspective, but also because the interpretation of the functioning of the path or road system can only give meaningful results if it departs from a correct reconstruction. The chances of successfully predicting a stretch of road will obviously increase with the number of available independent sources for testing the model.

There currently seem to be no standard methods for judging the reliability of the predictions of pathways, even when methods for assessing predictive model performance are well established (Kvamme 1988; Verhagen 2008; Verhagen and Whitley 2012). The most commonly applied approach is to analyse the distance of the modelled paths to the archaeological and historical evidence (e.g. Bell and Lock 2000; Ejstrud 2005; Fovet 2010; Güimil-Fariña and Parcero-Oubiña 2015; Van Lanen et al. 2015b; Fonte et al. 2017): the more traces of roads and other evidence that are found close to or aligned with the modelled pathways, the better the model is thought to perform. However, some of these studies do not provide a statistical assessment of the reliability of the modelling results.
In terms of computational efficiency, the comparison of large numbers of path models can only be profitably approached through statistical simulation modelling techniques. These have not been applied extensively to questions of path modelling yet (in contrast to visibility analysis; see Lake and Ortega 2013), and this is almost certainly due to the use of GIS as the exclusive toolbox for path modelling. While GIS has many virtues, efficient statistical computing is not one of them, whereas standard statistical simulation techniques such as Monte Carlo-analysis and bootstrapping are not primarily intended for use with spatial data. A middle ground between the two is not available at the moment, so performing sensitivity analysis and validation of path models still requires combining different software solutions and programming.

11.4 Movement, Pathways, and Networks

Pathways are always part of a network. They are connected to other paths that can be combined into routes that can be travelled in any order, not just the shortest or most efficient one. The network perspective changes the way in which we analyse movement: whereas cost surfaces consider the totality of the space that can be travelled, a network of paths represents a linear set of affordances for movement that limits travel to the network’s structure. While this has some disadvantages from a theoretical point of view because it neglects the possibility of movement outside the path network, it also has strong analytical advantages since the properties of the network can be used to better understand the structure and development of (reconstructed) networks (see e.g. Gorenflo and Bell 1991; Brughmans 2010; Collar et al. 2015).

Social network analysis was developed in sociology in the 1970s and was initially only concerned with non-spatial relationships. Over the past decade, network analysis has become a major field of archaeological and historical investigation as well (see Knappett 2013a; Brughmans et al. 2016) with studies focusing on (supra-)regional trade and communication networks (e.g. Earl and Keay 2007; Sindbæk 2007, 2015; Knappett et al. 2008; Knappett et al. 2011; Carreras and De Soto 2013) and the possible development of social networks on the basis of observed finds (e.g. Mills et al. 2013; Coward 2013; Golitko and Feinman 2015). Archaeologists, however, have been keen to include geographical aspects in their studies as well (e.g. Carreras 1994; Isaksen 2007; Brughmans 2010; Coward 2013).

From a network analysis perspective, LCPs are graphs connecting two or more nodes via (weighted) edges. The only real difference with ‘standard’ network models is that the ‘edges’ have an irregularly shaped spatial extent. The shape of the pathways is not essential for performing network analysis, but the cost-distance between nodes is. Using relative distances instead of Euclidean ones can potentially lead to different configurations and thus interpretations of the networks. Several authors (Kaddouri 2004; Llobera et al. 2011; Herzog 2013b; Verhagen et al. 2013; Verhagen et al. 2014; Groenhuijzen and Verhagen 2015, 2016; Orengo and Livarda
2016) have explored the potential of using network analysis techniques with path modelling. Moving from LCPs to network analysis however implies that we first need to reconstruct the full network of possible connections.

11.4.1 What to Connect?

Network analysis can only be undertaken when we know which places to connect. In the majority of case studies, the places where movement starts and ends are taken from settlement data, and to a lesser extent from places of symbolic or strategic interest, or where resources could be obtained. The existence of these connections is mostly inferred from theoretical considerations and from material evidence of exchange of goods and people. The nature of movement, its frequency and the distances covered, however, are more difficult to establish, which is where LCP modelling comes in.

Connections can be modelled most easily when we only consider direct links between the two nearest points (see e.g. Van Lanen et al. 2015b). This conceptually simple model is however problematic for two reasons. First of all, direct connections to places further away may have existed as well. And secondly, the archaeological record will not always tell us where the nearest connected place was. Both chronological inaccuracy and incompleteness of survey data sets will complicate the reconstruction of all existing connections.

Apart from the supposed start- and endpoints of movement, waypoints should be considered as well. Waypoints can be defined as locations that provide navigational aid and/or logistical support during travel. Certain waypoints will strongly concentrate movement because they provide easy access through difficult terrain, like fords, bridges and stairs. Many waypoints, however, are of a more ephemeral nature than settlements, and are therefore difficult to include in path models. There is also a reciprocal relationship between the two: paths may be chosen because of the presence of natural features that support travel, but since humans adapt the landscape, human-made waypoints may become an integral part of the path system as well. From a technical point of view we can either treat them as additional nodes to be connected, or add them as attractors to the cost surfaces using a distance decay function, so that the modelled paths will have a higher probability of passing through the waypoints.

11.4.2 Network (Re)construction Techniques

Path modelling routines in GIS are not very efficient for network (re)construction since they do not allow for simultaneously connecting multiple nodes on the basis of standardized criteria. Commonly used and effective network construction techniques limit the number of allowed connections on the basis of distance and/or the number of closest neighbours (see Gorenflo and Bell 1991; Jiménez Badillo 2004;
Rivers et al. 2013; Groenhuijzen and Verhagen 2017; Fulminante et al. 2017). This limitation is necessary in order to prevent the creation of spurious connections, since direct links from everywhere to everywhere are not realistic. Note that this approach does not exclude the existence of long-distance connections, it only constrains the number and length of direct connections.

A common approach to define the thresholds for direct connections between places is to use gravity models derived from economic theory and urban geography (see Hodder and Orton 1976, 187–195 for an introduction). These are based on the assumption of a decrease in interaction potential with increasing (cost) distance. Gravity models can be created by simply calculating accumulated cost surfaces around sites. Instead of assuming a linear decrease in interaction potential with increasing travel time or energy expenditure, an exponential decrease is then specified in a deterrence (Evans and Rivers 2017) or distance decay function (Nuninger et al. 2006). This assumption is based on the consideration that interactions are much more probable over short distances.

The functions can further be weighted according to the (hypothized) importance of nodes in the network. Archaeologists who explored the utility of gravity models in the 1970s (e.g. Plog 1976; Crumley 1979) often used settlement size as a weighting factor, but other factors were included as well (e.g. Hodder 1974; Jochim 1976). Nuninger et al. (2006), for example, considered distance, hierarchical categorization of settlements and visual control to estimate the strength of interaction between nodes.

A network can then be set up by creating direct connections between places that fall within a predefined maximum weighted (cost) distance threshold. A further refinement can be introduced by limiting the number of allowed connections, using some form of nearest neighbour analysis (e.g. Broodbank 2000).

However, depending on the approach chosen, these techniques can result in the creation of unconnected network clusters, and the various methods will inevitably result in different configurations. Furthermore, creating optimal connections between pairs of points is not necessarily optimal for the network as a whole. So-called Steiner points (extra nodes to be used as junctions) can be inserted in order to optimize the connectivity of the whole network, but applying this principle to cost surfaces is very challenging (Frommer and Golden 2007; Verhagen et al. 2014). Sensitivity analysis and validation of the resulting networks would therefore seem an important issue, but best practices for assessing the realism of (re)constructed networks are still largely lacking (Knappett 2013b; Groenhuijzen and Verhagen 2017).

The realism of the (re)constructed networks is also influenced by the completeness of the dataset of places to connect. Lack of information on presence and dating of sites is a common feature in archaeology and may influence not just the network configuration, but also all resulting analyses. Bevan and Wilson (2013) and Paliou and Bevan (2016) approached this by adding simulated settlements in the modelled network, based on a prediction of suitable site locations. By repeating this procedure a large number of times, it could be assessed whether the resulting networks’ characteristics were stable or not. Davies et al. (2014) and Groenhuijzen and Verhagen (2016) used a similar approach. In their case the site dataset was assumed to be relatively complete but lacking in chronological precision, making it difficult
to interpret the evolution of the network through time. By repeatedly taking sub-
samples of the dataset and creating networks from them, the robustness of the
observed patterns could be established.

11.4.3 Network Analysis Techniques

Network analysis metrics come in two flavours, global and local (Wasserman and
Faust 1994; Collar et al. 2015). Global descriptors, such as average shortest path
length and clustering coefficient, give insight into the level of integration of the
network: are all places well connected to each other, or is the network fragmented?
Local descriptors are primarily used to understand the position of individual nodes
in the network through the concept of centrality: which nodes are most advanta-
geously positioned in the network? These local metrics, such as degree and between-
ness centrality, are well suited to study the hierarchical structure of the network.

Analysis of the network links (edges) is less common (Knappett 2013b). Weighted edges are however a common feature in studies analysing the exchange of
material culture (e.g. Golitko and Feinman 2015) in order to understand the relative
importance of the connections. The studies by Kaddouri (2004) and Nuninger et al.
(2006) similarly attached weights to links on the basis of the size of the settlements
involved. In most published studies the edges are undirected, i.e. there is no differ-
ence between going to and from a place. However, some places will act as ‘hubs’,
attracting goods, wealth, and workforce, whereas others are only net suppliers of,
for example, mineral resources, food, or people. The edges between the network
nodes will then be directed and have different weights depending on the direction of
flow (see e.g. Rivers, Knappett & Evans 2013).

Alternatively, network analysis can be approached through space syntax (Hillier
and Hanson 1984; Bafna 2003), which analyses the movement through the network
(the routes), rather than the flow to and from the nodes. Unlike the approaches
discussed earlier, space syntax assumes an existing fabric of connections and is not
concerned with the (re)construction of networks. Nodes are only recognized as
junctions of routes and carry no weight. Archaeological examples are mainly
restricted to the analysis of architectural complexes (e.g. Chapman 1990; Blanton
1994; Banning 1997; Van Dyke 1999; Clark 2007) and urban street networks (Stöger
2008, 2015), although it has been extended to non-urban contexts as well (Hudson
2012; Craane 2013), and it can be combined with other network analysis approaches
(Verhagen et al. 2013).

Networks created using least-cost path modelling are relatively easily integrated
with space syntax (Verhagen 2013; Verhagen et al. 2013). Combining path models
with node-based network analysis is also feasible and gradually becoming more
common (Coward 2013; Bevan and Wilson 2013; Groenhuijzen and Verhagen 2015,
2017; Paliou and Bevan 2016), but we are still a long way from a full integration of
both approaches. A significant obstacle is still found in the fact that common net-
work analysis tools are not capable of directly using cost surfaces to (re)construct
networks, or to calculate network metrics using non-Euclidean distances.
Also, the question of model validation looms large and was mostly ignored in earlier studies. Validation attempts have tried to establish the validity of either the (re)constructed connections or the assumed importance of the nodes in the network. Nuninger et al. (2006), for example, compared the results of their network reconstructions to archaeological expert judgement. Rivers et al. (2013) similarly ranked a set of sites for importance based on archaeological considerations and compared this to the ranking obtained from the constructed networks. Davies et al. (2014) reported that the modelled distribution of site sizes in their case study was in good agreement with the archaeological evidence. Even then, it was not possible to make precise predictions, and this was attributed to the influence of other, non-geographical factors. As far as we can tell, similar studies attempting to establish the relative importance of routes are lacking. Fulminante et al. (2017), however, present a straightforward method to compare modelled networks to observed ones by taking into account the differences in network descriptors.

An advantage of using formal network analysis is that it can be applied independently of assumptions about political, social, and economic structure and interaction. At the same time, this can be a drawback if we want to understand how real-world networks of movement and transport originate, function, and develop. The centrality metrics are only measures of potential interaction in a spatial or non-spatial network. In the context of transport and communication networks, this means that a node in an advantageous position does not necessarily attract movement. The actual movement patterns also depend on many other factors such as the importance of sites for trade, administration, and/or ritual purposes and the availability of logistical facilities.

11.5 Discussion and Conclusions

The overview of approaches presented in this paper shows that the scope for understanding movement on the basis of computer modelling is as substantial as it is complex. Improvements are still needed on a number of topics, especially where it concerns a better integration of tools and methods with theoretical insights.

11.5.1 Technical Issues

11.5.1.1 Software

There still is a lack of comprehensive and user-friendly tools for both path modelling and spatial network analysis. The available modules are highly inflexible when it comes to experimenting with different parameters. Also, many tools lack good documentation of the algorithms employed, essentially providing nothing more than a ‘black box’. At the same time, adapting and reprogramming existing software is a task that is beyond the capabilities of individual researchers. Open source software development, which is needed for this, has clear advantages in terms of low...
costs to end users and the options it offers for collaborative work with scientists from different disciplines, but its weakness is its dependence on volunteer and project-based work, leading to the uneven development of toolboxes and the release of software packages that are not fully tested. The current interest in R as a spatial analysis tool, however (see, e.g. http://www.rspatial.org/ and https://elementr.hypotheses.org/), shows that open-source toolbox development can rapidly gain momentum, given sufficient interest.

11.5.1.2 Algorithms

Unfortunately, most archaeologists, including those working with GIS on a regular basis, do not have the required mathematical background to fully understand the algorithms used for LCP modelling and network reconstructions. Herzog (2013a) cites a number of papers where equations are represented wrongly, or interpreted in the wrong way. Improvement of the existing algorithms, coupled to tools that can create models using multiple algorithms, is therefore urgently needed. These tools would also need sophisticated options for sensitivity analysis of the model outcomes.

11.5.2 Methodological Issues

11.5.2.1 Validation of Pathway Models

A fundamental issue for pathway modelling is validation of the modelling results. This is only partly a matter of having sufficiently detailed archaeological data to judge the realism of model outcomes. A side-by-side comparison of different modelling outcomes is currently often a very demanding exercise, even when the goals and approaches are fairly similar – see e.g. Verhagen et al. (2013) on comparing space syntax and SNA, or Gietl et al. (2008) on comparing different LCP algorithms. In practice, therefore, the outcomes of single models are often presented as the only possible representation of the research results.

Even while chronological uncertainty and incompleteness of datasets will always be part archaeological research practice, sensitivity analysis therefore needs to become part of the standard methodology for pathway and network modelling in order to assess the quality of the presented models (see Bevan and Wilson 2013; Groenhuijzen and Verhagen 2017).

11.5.2.2 Dealing with Model Complexity

There are good reasons for advocating parsimony in modelling: sensitivity analysis of models will be less challenging, and most of the variation in model outcomes is often due to a limited number of variables anyway.
The middle-range theoretical approach advocated by Verhagen and Whitley (2012) can be applied to reduce the complexity of modelling by exploring cause-and-effect relationships in clearly circumscribed spaces, especially since much archaeological data is providing anecdotal rather than quantitative information (see also Lovis 2016). ‘Scaffolding’ of models is then a good approach to sequentially introduce extra complications into the models without making them unmanageable, as is for example demonstrated by Güimil-Fariña and Parcero-Oubiña (2015).

Nevertheless, we should remain aware that all models are inherently flawed. Using GIS is best seen as a dynamic and eclectic practice of research (cf. Hacigüzeller 2012) or even a form of experimental archaeology (Whitley 2017). However, this does not imply an attitude of ‘anything goes’. Providing a clear argumentation for the choice of parameters, equations, and/or algorithms used will avoid the danger of applying ‘push-button’ approaches without understanding their implications (Brouwer Burg 2017).

11.5.3 Theoretical Issues

11.5.3.1 The Value of Experimental Data

Much of the debate on LCP modelling has centred around the question of the realism of hiking functions and the estimation of energy expenditure and movement speed for other forms of transport. The experimental data available are mainly dating from the 1970s, and little work has been done to repeat and evaluate the experimental results. Some of this is going to be highly challenging, for example, if we want to understand the movement capabilities of ancient wheeled and water transport. A more thorough study of historical accounts, however, might be valuable to obtain more quantitative data on speeds of movement and energy expenditure.

11.5.3.2 Understanding Movement Practices

One of the enduring criticisms of LCP modelling is its emphasis on establishing optimal connections between places, whether these are based on consideration of energy expenditure or other aspects, such as optimal visibility. The relationship between theoretical principles of movement and navigation, observed and hypothesized movement practices, material traces of pathways, and modelling therefore needs to be further explored. This is a very complex field of study that should be addressed at various scale levels and for different movement practices. For example, the practice of wayfaring (Ingold 2011) implies a completely different movement strategy than when transporting trade goods or when moving in a ritual procession. Yet, these types of movement can occur over the same pathways and will be very difficult to disentangle on the basis of the material traces of pathways alone.
11.5.3.3 Understanding Networks

Finally, in order to fully understand patterns of movement and their long-term development, ancient pathways cannot be studied in isolation from settlement patterns. The nodes in the network are where the decisions on movement are taken, where people and goods flow to and from. Questions of structuring of networks of communication and transport have however only recently begun to be approached by considering both the routes and the settlements, and standard methods to do so still need to be developed.

11.5.4 Final Remarks

The presented overview of current approaches to computer modelling of pathways and movement networks in archaeology shows its considerable potential for understanding ancient movement.

Nevertheless, the technological integration of approaches needs to be much improved, or simply still to be done, in order to aid and clarify the analytical process. Within this integration, specific efforts must be dedicated to documenting the algorithms used and to offer a better understanding of their use by archaeologists.

From a methodological point of view, this technological effort should be coupled to a systematic description of the data, analytical process, sensitivity analysis, and validation. These last two require new software tools, but can be done using straightforward and existing techniques. The major challenge is defining the best practices that we need adopt.

Lastly, many debates remain open regarding the social interpretation of the materiality of past movement. The strong assumption of optimality behind most of LCP models deserves a deeper investigation and a more relativistic attitude, where optimality is seen as a hypothesis rather than a basic assumption. In a broad sense, the theoretical underpinning of models of ancient movement needs to be clarified and related to various conceptual frameworks of past movement. The use of ontologies could be a way to pursue this challenge.
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Chapter 12
Palaeogeographic-Analysis Approaches to Transport and Settlement in the Dutch Part of the Roman *Limes*

Mark R. Groenhuijzen

**Abstract** The aim of the PhD research on which this chapter is based is to reconstruct and analyse the cultural landscape of the Dutch *limes* area using computational approaches, specifically to model and analyse transport networks, settlement patterns and their relationship with the natural environment, to better understand the interactions between the Roman military population and the local population that lived in this frontier region. The goal of this chapter is to present the general results of this study and showcase the technical, methodological and interpretative aspects that it has contributed to the research field of computational archaeology and to the archaeological understanding of the Dutch part of the Roman *limes*.

**Keywords** LCP analysis · Network science · Network analysis · Palaeogeography · Transport networks

12.1 Introduction

12.1.1 General Introduction

The main aim of the ‘Finding the limits of the *limes*’ project is to reconstruct and understand the cultural landscape of the Dutch part of the Roman *limes*, specifically looking at the spatial and economic interactions between the Roman military population and the local population. The spatial component is evidently an important part of the research project, and the palaeogeographic analysis of the Dutch *limes* area thus became the main focus of the PhD thesis on which this chapter is based (Groenhuijzen 2018). The general aim of this PhD study was to reconstruct and analyse the cultural landscape of the Dutch *limes* area using computational approaches; more specifically, it models and analyses transport networks and settlement patterns and includes their relationship with the natural environment.
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This chapter will present the general results of the aforementioned PhD study and place it in the wider research context. It aims to showcase some of the innovative aspects of the study, either from technical, methodological or interpretative viewpoints. To do this, case studies from this PhD study in the realm of transport networks and settlement location in the Dutch part of the Roman *limes* are utilised. The questions that form the basis of these case studies are: how were goods transported from the local population to the military population, and what is the role of stone-built rural settlements in these transport networks; can location preferences shed light on the interaction between the local population and the military population?

Formulated in a more general question, the goal of this chapter is as follows: what has this spatial analytical study of the cultural landscape of the Dutch *limes* area contributed to the research field of computational archaeology and related fields, and what has it contributed to the archaeological understanding of the Dutch part of the Roman *limes*? Furthermore, what are the prospects for future research?

### 12.1.2 Palaeogeographic Analysis of the Dutch Limes Area

The palaeogeographic analysis of the Dutch part of the Roman *limes* that is performed as a PhD study within the ‘Finding the limits of the *limes*’ project can be subdivided into three parts: firstly, a reconstruction of the natural palaeogeography of the Rhine-Meuse delta in the Roman period; secondly, a reconstruction and analysis of local transport networks; and thirdly, an analysis of settlement location in the landscape. This section provides a summary of these three branches of the study, with more elaboration on the analyses and results and their place in the wider research context presented in the following sections.

In order to understand spatial developments and patterns in the cultural landscape in relation to the natural landscape, the natural landscape must be accurately known first. There is a strong tradition of reconstructing the natural environment in the Netherlands (e.g. Cohen et al. 2012; Vos 2015), and for the Roman period a great advance was made following the study of Van Dinter (2013) on the Old Rhine area between Utrecht and Katwijk. Using a similar methodology, this study has extended the 1:50,000 reconstruction of Van Dinter to cover the entire Rhine-Meuse delta, the geographic area roughly equal to what is considered the Dutch part of the Roman *limes*.

Transport as part of the cultural landscape is often understudied in archaeology, both due to the focus on settlements in archaeology and due to the immaterial nature of transport, particularly that of transport on the local scale. However, when we are interested in the interaction between the local and the Roman military population, most transport occurs on the local scale. In this research, computational modelling approaches are used to study local transport networks. A least-cost path (LCP) approach is applied to reconstruct local transport connections (e.g. Groenhuijzen and Verhagen 2015), and concepts of network science and formal network analysis
are applied to reconstruct and analyse local transport networks (e.g. Groenhuijzen and Verhagen 2016, 2017). The resulting networks are used to study archaeological questions such as the provisioning of the Roman military population from the local population and the potential role of intermediary sites in such provisioning networks. A significant part of the PhD study was focussed on local transport networks, and this aspect thus serves as the largest contribution to this chapter.

The study on the location of settlements in the landscape has had a traditional following in processual archaeology and predictive modelling (e.g. Brandt et al. 1992; Verhagen 2007). Most focus has traditionally been on site location in the natural landscape, but other aspects may also have played a role, among them (distance to) forts, transport networks and the influence of the historical landscape (e.g. Nuninger et al. 2016). This study has used a multivariate approach (e.g. Stančič and Veljanovski 2000; Fernandes et al. 2011; Chap. 9, Weaverdyck) to find how these various factors determined the location of rural settlements.

12.2 Natural Palaeogeography

The Rhine-Meuse delta in the Netherlands is a highly dynamic region, and the modern landscape is hardly a representative of the Roman landscape. To reconstruct the natural palaeogeography of the Dutch part of the Roman *limes*, a methodology was adopted from Van Dinter (2013). For the central part of the Dutch *limes* area this involves the manual combination of various source datasets in a GIS, ranging from geomorphological maps, soil maps, elevation maps, earlier palaeogeographic reconstructions and data from archaeological research. For the eastern part of the study area, this methodology is less applicable because the corridor through which the Rhine and Meuse move is narrower here, resulting in more erosion and burial of older channel belts. Therefore, a simple overlay of the existing geomorphological and palaeogeographic maps was used. The reconstructed natural palaeogeography represents the landscape roughly around CE 100 (Fig. 12.1a).

From a technical and methodological point of view, the reconstruction of the natural landscape for archaeological analysis is not innovative. A number of palaeogeographic datasets were already developed in the Netherlands, but they are often either on a coarse (1:500,000) national scale (e.g. Vos and De Vries 2013) or on a local scale (e.g. Vos and Gerrets 2005; Cohen et al. 2009), sometimes focussed on particular geomorphological elements rather than the landscape as a whole. Van Dinter (2013) provided a reconstruction that is suitable for the required level of analysis at the local and regional level, which is why this methodology was also used for extending the reconstruction to encompass the entire Dutch *limes* area.

Large yet detailed palaeogeographic reconstruction allows for analyses of archaeological phenomena on an unprecedented scale. Examples include the reconstruction of transport connections (Sect. 12.3; Groenhuijzen and Verhagen 2015; Van Lanen et al. 2016), the modelling of agricultural production (Van Dinter et al. 2014; Chap. 7, Joyce) and site location analysis (Sect. 12.4; Verhagen et al. 2016).
The value of such reconstructions for archaeological research has become more prominent in the Netherlands in recent years, also outside the ‘Finding the limits of the limes’ project (e.g. Pierik 2017; Van Lanen 2017; De Kleijn et al. 2018).

An additional advantage to performing the detailed palaeogeographic reconstruction in a GIS is the ability to incorporate other information alongside the reconstruction. One important factor which is often overlooked in analyses using...
reconstructed landscapes is the uncertainty of the reconstruction itself. For the Rhine-Meuse delta, such uncertainty can come from post-Roman fluvial erosion, drift sand activity, peat reclamation or excavation and anthropogenic developments. By mapping the sources of uncertainty, a cumulative uncertainty map can be generated that can be used in further analyses (Fig. 12.1b), for example to filter the site dataset to only include those for which the palaeogeographic information is relatively certain, as has been done for the settlement location analysis (Sect. 12.4).

12.3 Transport Networks

12.3.1 Introduction

The study of mobility and transport in the Roman period has traditionally been focussed on the regional to empire-wide scale and particularly on shipping in the Mediterranean and on the military road networks, including that in the Netherlands (e.g. Scheidel 2014; Van der Heijden 2016). In comparison, fairly little research has been done on transport on the local to intraregional scales, mainly due to the lack of archaeologically visible local road systems.

In order to bridge this gap of knowledge, computational approaches have become increasingly popular, and the basic parameters of movement are rather well understood (Murrieta-Flores 2010; Polla and Verhagen 2014). Most computational approaches apply least-cost path (LCP) modelling, since this method allows for the incorporation of various cost components, for example regarding ancient topography. However, until recently, most applications of LCP modelling in the study of movement have been done to reconstruct single routes or small sets of routes or to identify the factors involved in establishing routes (e.g. Bell and Lock 2000; Llobera 2000; Zakšek et al. (2008); Verhagen 2013). The majority of LCP studies utilises elevation/slope as the main component and only models walking (Herzog 2014), and there are many functions available to do this analysis (Herzog 2013a). Applications that use other cost components are sparse, however (e.g. Livingood 2012; Verhagen 2013), as is the application of LCP modelling on other modes of transport (e.g. Wheatley and Gillings 2002; Verhagen et al. 2014).

Networks have become a common concept in archaeology, and over the last decade the use of network science in computational archaeology has grown in popularity (Brughmans 2013a). The formal study of sets of LCPs as networks however has thus far only been explored in a limited way, even though the application of formal network analysis techniques has shown to offer additional information that cannot be deduced from LCP maps qualitatively (e.g. Verhagen et al. 2013).
12.3.2 Modelling Transport

In order to study transport in the Dutch *limes* area, transport connections between all settlements were modelled in Python using a LCP approach. Since the Rhine-Meuse delta has fairly little topographical relief, the impact of terrain conditions on movement is more important than that of slope. The formula (Eq. 12.1) provided by Pandolf et al. (1977) allows for the calculation of walking speed ($V$ in m/s) while incorporating the walker’s weight ($W$ in kg), carried load ($L$ in kg), standard metabolic rate ($M$ in W) and the natural terrain through a terrain coefficient ($\eta$), with the coefficients provided by Soule and Goldman (1972). LCPs could thus be modelled using the reconstructed natural palaeogeography, resulting in a more accurate representation of local transport in the Dutch *limes* area (Groenhuijzen and Verhagen 2015).

\[ V = \sqrt{\frac{M - 1.5W - 2.0(W + L)\left(\frac{L}{W}\right)^2}{1.5\eta(W + L)}} \]  

(Eq. 12.1)

Furthermore, the Pandolf et al. (1977) formula allows for the incorporation of varying weights of the carried load. It was found that this has a significant impact on how people could move through the landscape and particularly the time it takes to move. In general, movement with animal-drawn carts is slower and less forgiving for difficult terrains, which results in different properties of the transport networks that were constructed afterwards (Groenhuijzen and Verhagen 2015).

Besides walking, other modes of transport must also have played a role in the local transport system of the Dutch *limes* area. Animal-drawn carts were modelled using LCPs, with the costs based on functions provided by Raepsaet (2002). The modelled routes tend to avoid the wetter parts of the landscape, with most movement occurring on the higher and drier levees.

Little is known about local-scale transport infrastructure, likely largely due to the immaterial nature of the routes (Willems 1986). However, a comparison with the known infrastructure, namely the military road along the Rhine, is possible. Interestingly enough, a comparison of the modelled routes with an archaeological reconstruction of the road and potential secondary routes in the direct hinterland (Vos 2009) shows that the modelled routes largely concentrate outside the military road, and actually quite closely align with the assumed secondary routes (Fig. 12.2). Based on the LCP analysis performed in this study, the conclusion can be drawn that the military road thus seems to be largely peripheral to the majority of local-scale interactions (Groenhuijzen and Verhagen 2015).

In addition to land-based transport modes, the local and military population also made use of water-based transport options, as has been attested by a number of dugouts and larger river ships that have been found in the research area (e.g. Jansma and Morel 2007). This study has modelled dugouts as the main representative of
water-based transport on the local scale using experimental data (Gregory 1997). One of the problems when modelling water-based transport using a LCP approach is that in reality it is not possible to easily transfer between land- and water-based modes, and it is probably not possible at every location along a waterway. It is largely unknown where potential transfer places in the Rhine-Meuse delta would be, which means that the routes modelled through LCP analysis may not be the most realistic.

Through modelling multimodal routes between settlements in the research area (combining land- and water-based transport) it was found that some routes preferred waterways over land-based routes, but the majority of movement still followed the levees rather than water. This is likely due to the location of rivers: they are largely peripheral to local scale transport, and flow in an east-west direction, whereas a fair share of movement is south-north directed (or vice versa), particularly when moving from settlements in the hinterland towards the forts along the Rhine.

In general, the modelling of local transport connections through a LCP approach in this PhD study was successful in terms of understanding the interaction between movement and the natural environment. However, the modelling of movement on foot remains more reliable than those of animal-based or water-based transport modes. The former has a stronger tradition in physiological and archaeological research, whereas animal- and water-based transport models have to rely on fewer and less compatible sources to the situation of the Dutch Rhine-Meuse delta (e.g. in terms of terrain factors for carts or the influence of rivers on dugouts). The modelling of alternative means of transport thus remains a valuable avenue for future research.
12.3.3 Constructing Networks

Modelled local transport connections do not readily tell anything about the functioning of transport in the Roman period, for example regarding questions such as the movement of surplus production from the rural settlements to the Roman military population. In order to address such questions, an additional step has to be undertaken to convert the dataset of transport connections modelled through LCP analysis into local transport networks.

However, earlier LCP network studies have given little thought to the choice of network structure (Herzog 2013b, c). Rivers et al. (2013) argue this choice must be based on the suitability for the archaeological record that the network structure aims to represent. To address this, a comparison was made between network construction techniques with the aim to find the best representation of a local provisioning system that connects the rural settlements to the Roman military population in the forts (Groenhuijzen and Verhagen 2017).

The network construction techniques compared were maximum distance networks, proximal point networks, a Delaunay triangulation, a Gabriel graph (Gabriel and Sokal 1969) and efficiency networks (Fulminante et al. 2017). The networks were evaluated on the criteria that all forts have a sufficient amount of settlements connected to it (either directly or indirectly), that the network does not contain too many connections, and that the forts are relatively easily accessible so that provisioning could be carried out relatively efficiently. The latter was measured through ‘local’ average path length, which is the average path length calculated from a limited number of nearest settlements to each fort. It was found that the Gabriel graph was the best representation of a local transport network functioning as a provisioning system connecting the rural settlements to the forts (Fig. 12.3 and Table 12.1). It had a relatively low ‘local’ average path length without creating too many connections. It was matched by some proximal point networks, but only for those that had an unrealistically high number of neighbours, and the Delaunay triangulation, which was disregarded on the basis of the inclusion of a number of unrealistic long-distance connections (Groenhuijzen and Verhagen 2017).

Besides finding a network structure that best represents a local transport network for the Dutch limes area, this study has confirmed the position of Rivers et al. (2013) that the choice of network construction technique is important and must be consciously based on the archaeological case it aims to represent, and it has presented a strategy through which such a decision can be made (Groenhuijzen and Verhagen 2017).

Additionally, this study has found that the application of LCPs instead of regular geodesic connections to construct networks has a significant impact on the resulting networks and the conclusions that can be drawn from them, for instance with the maximum distance network replacing the proximal point network as the most efficient one in terms of ‘local’ average path length (Table 12.1). This shows that incorporating the natural terrain, in this case through a LCP approach, can be important
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Fig. 12.3  Gabriel graph network of transport connections modelled through LCP analysis (white lines), based on walking while carrying a load of 20 kg in the Middle Roman Period A

Table 12.1  Average of the ‘local’ average path lengths (in minutes) to the forts from the nearest 25 settlements, shown in a comparison between temporal distances derived from LCPs and geodesic distances

<table>
<thead>
<tr>
<th></th>
<th>Temporal distances (derived from LCP)</th>
<th>Geodesic distances</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. distance (90 min.)</td>
<td>85.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max. distance (120 min.)</td>
<td>124.5</td>
<td>84.2</td>
<td>+44.0% ±12.4%</td>
</tr>
<tr>
<td>Proximal point (3 neighbours)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proximal point (5 neighbours)</td>
<td>127.6</td>
<td>92.8</td>
<td>+36.9% ±13.9%</td>
</tr>
<tr>
<td>Proximal point (7 neighbours)</td>
<td>120.7</td>
<td>87.0</td>
<td>+37.5% ±6.2%</td>
</tr>
<tr>
<td>Delaunay triangulation</td>
<td>121.2</td>
<td>86.7</td>
<td>+39.0% ±6.4%</td>
</tr>
<tr>
<td>Gabriel graph</td>
<td>130.0</td>
<td>94.1</td>
<td>+37.6% ±7.3%</td>
</tr>
<tr>
<td>Minimum spanning tree</td>
<td>170.1</td>
<td>123.5</td>
<td>+36.6% ±5.4%</td>
</tr>
<tr>
<td>Efficiency (10% size increase)</td>
<td>143.5</td>
<td>107.6</td>
<td>+33.4% ±6.1%</td>
</tr>
<tr>
<td>Efficiency (25% size increase)</td>
<td>139.7</td>
<td>101.9</td>
<td>+38.1% ±7.1%</td>
</tr>
<tr>
<td>Efficiency (50% size increase)</td>
<td>134.0</td>
<td>97.1</td>
<td>+38.1% ±5.7%</td>
</tr>
</tbody>
</table>

LCPs are based on walking while carrying a load of 20 kg. Missing values are the result of forts not being reachable by at least 25 settlements. (Groenhuijzen and Verhagen 2017)
for better understanding how transport worked or, more generally, how space was utilised in the past (Groenhuijzen and Verhagen 2017).

Using the LCP-based networks, archaeological questions can be addressed through formal network approaches. However, the various uncertainties involved in even reaching this step are often overlooked. These uncertainties, for example, may be the result of the chosen software (Gietl et al. 2008), the methods for calculating the costs of movement (Herzog 2013a) or the sources on which these costs are based (Herzog and Posluschny 2011) which have been treated to some extent in the given references. Since the current approach constructs networks on the basis of LCPs between settlements, the settlement dataset itself is another important source of uncertainty. In general, past studies in network analysis of transport in archaeology have paid little attention to the validation of results, even though network measures can become less stable when the data is imperfect (Borgatti et al. 2006) or when sampling the network dataset (Costenbader and Valente 2003). To address this potential problem, a robustness analysis was applied on local network metrics in the constructed network (Groenhuijzen and Verhagen 2016).

The robustness analysis was carried out in a model written in NetLogo (Wilensky 1999), a software package not commonly used for network analysis but useful through its easy accessibility and parallel processing capabilities. In the model, a single network was repeatedly constructed from scratch by iteratively adding sites to the network, and recalculating the local network measure of betweenness centrality. By tracking the development of this measure throughout the iterative construction of the network, a stabilisation point can be established, i.e. the point at which the measure has reached the value it retains until the network is fully constructed. If this happens well before the network is complete, the network measure on this site could thus be considered relatively robust (Groenhuijzen and Verhagen 2016).

The study found that 64% of all sites in the network have a betweenness centrality measure that is relatively robust. This rises to 81% when only considering sites that have a high betweenness centrality, which from an archaeological point of view are often considered to be important sites in the network, as a high betweenness centrality indicates a high amount of control over the network. These results have implications for the application of network analysis on archaeological networks; while a majority of sites is relatively robust (i.e. not susceptible to slight changes in the site dataset) and thus is trustworthy enough to warrant an archaeological interpretation regarding roles in the network, this is not the case for a considerable amount of other sites (Groenhuijzen and Verhagen 2016).

### 12.3.4 Applications

After the construction of a network, the dataset of settlements and modelled transport connections becomes accessible to a more quantitative study in the form of network analysis. In this research, two studies have been carried out in the context of the Dutch *limes* area. Firstly, how were goods moved from the local population
to the military population? Secondly, what is the role of stone-built rural settlements, a small subset of the rural settlement dataset, in transport networks? Since the Gabriel graph was found to be the best representation of a local transport network (Groenhuizen and Verhagen 2017), this network structure was used to model local transport networks from the LCP dataset. The rural settlement dataset was filtered for chronological reliability using the methodology described by Verhagen et al. (2016), resulting in a diachronic dataset of 636 sites (58% of the original size). Per time period, the number of rural settlements ranges between 284 (Late Iron Age) and 587 (Middle Roman Period B).

Regarding the first question, two contrasting hypotheses were posed: one in which all goods flowed from each rural settlement directly to the nearest fort, and an alternative one in which goods were gathered at an intermediary site before moving in bulk to the fort (a dendritic hierarchic system, cf. Willems 1986; Vos 2009). The premise of the latter hypothesis is that the most ideal gathering point is on average ‘closer’ to the rural settlements than the forts themselves. As potential intermediary sites, a selection was made of towns, vicus, stone-built rural settlements, large rural settlements and settlements containing horrea (warehouses, often granaries, but could also be used for other goods). The hypotheses were tested using the network measure of path length, expressed in minutes of travel time over the links in the network (derived from the LCPs). For the alternative hypothesis to be valid, the sum of the path lengths \( L \) to reach the intermediary site \( i \) from a number of settlements \( s \) in addition to the path length of the intermediary site to the fort \( f \) should be lower than the sum of the path lengths to reach the fort directly (Eq. 12.2). Since provisioning is more likely to occur from the settlements that are near than ones that are further away, the total path length was calculated for the 25 nearest settlements.

\[
\text{TPL}_{\text{intermediary}} < \text{TPL}_{\text{fort}}, \text{where :}
\]

\[
\text{TPL}_{\text{fort}} = \sum_{s} L(s, f)
\]

\[
\text{TPL}_{\text{intermediary}} = L(i, f) + \sum_{s} L(s, i)
\]

The results (Fig. 12.4) shed light on how the provisioning of the Roman army may have worked. Fairly little can be said about the western part of the Dutch limes area (corresponding to Katwijk-Brittenburg until Utrecht), since very few sites have been identified as potential intermediary sites. The few ones that are are so distant from the forts that they may have functioned as an intermediary site for more than one fort. In terms of total path length they are more efficient than the forts themselves as gathering sites, making the alternative hypothesis more likely. Additionally, it is possible that the forts themselves functioned as gathering places for their local area. In contrast, a large number of intermediary sites are available in the central part of the Dutch limes area (Vechten and Rijswijk). A number of these were found
to have a lower total path length than the forts, although this is not true for all sites. Interestingly enough, almost all sites that have been identified as ‘large’ rural settlements (Vos 2009) have a lower total path length than the forts, whereas vicarii and some stone-built rural settlements do not. In the eastern part of the Dutch limes area (from Maurik to Herwen-De Bijland) almost all intermediary sites have a lower total path length than the forts, indicating that the alternative hypothesis is more likely in this area. The difference between the central and eastern parts may be caused by a more diffuse settlement pattern in the eastern part of the Dutch limes area; on an average, settlements in the central part are closer to the forts than in the eastern part. This could have resulted in an increased need for intermediary sites in a provisioning system in the eastern part of the Dutch limes area.

The second study revolved around the role of stone-built rural settlements in transport networks, more particularly, if the position of these settlements in transport networks may have led them to grow in importance and become stone-built. This was approached using the network measure of betweenness centrality, which represents the amount of control a site has over movement in the network. More explicitly, the question is thus if at any point in time (but especially before becoming stone-built) there is a notable/significant difference in betweenness centrality for the stone-built rural settlements compared to other settlements?

For this analysis, the stone-built settlements were compared to their ten nearest neighbours, since betweenness centrality is also dependent on the location of sites in the network as a whole, and it is more interesting to compare stone-built settlements to their nearest neighbours to see if they hold some remarkable position in the network. If the betweenness centrality was more than one standard deviation away
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Fig. 12.4 Comparison of the total path length to reach forts against total path length to reach forts via the selected intermediary sites (alternative hypothesis), measured from the 25 nearest settlements in the network of walking while carrying a load of 20 kg. The intermediary sites (light grey colours) are grouped by the nearest fort (dark grey colours), with ‘large’ rural settlements in the Kromme Rijn region shown through hatching. For locations see Fig. 12.1a.
from the mean betweenness centrality of its ten nearest neighbours, it was deemed to have occupied such a notable position in the network (Table 12.2).

For the Late Iron Age-Middle Roman Period B interval, roughly a third of stone-built rural settlements exceed the mean betweenness centrality of the ten nearest settlements by more than one standard deviation. This is more than would be expected, since at any time only 5–7% of all rural settlements are (or would later become) stone-built. A total of 17 out of 33 stone-built rural settlements exceeded the mean by more than one standard deviation at any point in time, and only three did so in the Middle Roman Period at the latest. The other 14 settlements did so already in the Late Iron Age-Early Roman Period B interval. It can thus be interpreted that one of the reasons why these sites became stone-built in the Middle Roman Period is the potential for control that these sites have over movement in transport networks in the preceding time periods. This cannot be the only reason however, since there are 16 stone-built rural settlements that do not stand out from their neighbours, and likewise there are rural settlements that do stand out yet have never become stone-built.

Comparing the results of the second case study to the first one presented in this section, it was found that some stone-built settlements that do not stand out in terms of betweenness centrality were able to potentially fulfil their role as intermediary site in provisioning systems. This shows that a settlement may have become stone-built for more than one reason related to centrality in local transport networks: because it can be easily reached by other settlements, or because it needs to be traversed to reach other settlements.

### 12.4 Settlement Location Analysis

The location of settlements in the landscape has long been of interest to archaeologists, but many studies do not go much further than incorporating the natural terrain. Less frequently, other components are included, such as social, cultural or historical influences. This study has studied the location of settlements through a multivariate

| Table 12.2 | Total number of stone-built rural settlements per time period ($n$), and the numbers and percentage that have a betweenness centrality ($C_B$) that is more than one standard deviation above the mean betweenness centrality of the ten nearest settlements |
|---|---|---|---|---|---|---|
| | LIA | ERP A | ERP B | MRP A | MRP B | LRP A | LRP B |
| $n$ | 18<sup>a</sup> | 20<sup>a</sup> | 21<sup>a</sup> | 27 | 32 | 23 | 23 |
| $n$ with $C_B \geq C_{B\text{mean}} + \sigma_{B\text{mean}}$ | 7 | 5 | 8 | 8 | 8 | 5 | 3 |
| % with $C_B \geq C_{B\text{mean}} + \sigma_{B\text{mean}}$ | 38.9 | 25 | 38.1 | 29.6 | 25 | 21.7 | 13.0 |

<sup>a</sup>Sites in the LIA-ERP B interval were regular post-built rural settlements, and only become stone-built in the MRP A
approach, taking into account the natural palaeogeography, (distance to) rivers and streams, forts, transport networks (using the Gabriel graph constructed from the LCP dataset), potential intermediary sites in transport networks and the influence of the historical landscape (previously existing settlements). The question that is studied can be put quite simply as: what governed the location settlements in the Dutch Rhine-Meuse delta? However, since the primary interest of this research lies on the relation between the military and the rural population, the question can also be specified as: can the location preferences of rural settlements shed light on the interaction between the local population and the military population?

A binomial logistic regression was applied to investigate the relations between and the individual importance of the aforementioned variables for rural settlement location in the Dutch *limes* area. The dependent variable of the regression model is binary: a rural settlement is either present or absent. For this reason, 10,000 non-site locations were modelled to include in the dataset alongside the settlement locations. The rural settlement dataset itself was filtered for chronological reliability following the methodology outlined by Verhagen et al. (2016) and for spatial uncertainty (Sect. 12.2). This resulted in a diachronic dataset of 450 sites (41% of the original size), mostly focussed on the Central and Eastern River Area.

Most parameters are relatively straightforward to implement, the exceptions being the natural palaeogeography and the historical landscape. A settlement location in the natural landscape is not just decided by the point location but also by what kind of landscape elements are available in its vicinity. To solve this, the natural palaeogeographic composition of each site’s vicinity was calculated within a 500 m range, and cluster analysis was applied to create ‘landscape types’ (Verhagen et al. 2016). For the historical landscape, ‘heritage maps’ were created using an incremental kernel density approach following the methodology of Nuninger et al. (2016).

The logistic regression was applied with a Monte Carlo method approach for each time period, where in each of the simulation runs, half of the rural settlements during that time period were randomly selected as training dataset to fit the regression model, along with a set of non-sites of equal size. The other half of the rural settlements served as part of the testing dataset, again with an equal-sized set of non-sites. The testing dataset was used to assess the predictive capability of the model.

The logistic regression found that the historical landscape and distance to the transport networks were important factors for settlement location. The former indicates that sites are more likely to appear in areas where other sites are already present. Of course, the distance to transport networks goes hand in hand with the historical landscape; the transport networks are modelled on the basis of the settlements and thus tend to have a higher density in areas where site density is also higher, and thus the heritage factor is stronger. Furthermore, both the settlements and the transport network tend to concentrate on the levees. These variables thus strongly interact with each other and with the natural landscape (specifically the ‘levees’ category), which is evident also in this analysis. The other considered factors, namely, the distance to rivers and streams, forts and intermediary sites in
transport networks, are not found to be important for the location of rural settlements in the Dutch *limes* area. An interpretation that can be attached to this is that the location of rural settlements is governed by landscape suitability and the potential to interact with other rural settlements, but not particularly to interact with the military population or with sites that may have accommodated interaction with the military population.

Furthermore, some interesting shifts were found in settlement location preferences through time. During two intervals within the Early Roman Period and Middle Roman Period there was a shift towards more ‘marginal’ areas, both in terms of the natural environment as well as the settlement landscape. This may be explained as a result of changing modes of production or as a result of increasing pressure in the core habitation area on the levees. The opposite trend is seen in the Late Roman Period, where new settlements tend to appear within the core habitation area rather than along the margins, perhaps because the lower population density did not necessitate such a move.

### 12.5 Conclusions

The LCP modelling, network studies and settlement location analysis presented above have provided some new and valuable insights into the properties of movement on the local scale in the Dutch Rhine-Meuse delta, the potential functioning of the Roman military provisioning system, the role of individual sites within these local transport networks and the relation between settlements and their natural and social environment. For example, the case studies applied on the modelled transport networks have found that at least for the eastern and central parts of the study area it is more likely that transport from the local to the military population was carried out through intermediary sites rather than through the forts, supporting the archaeological hypothesis of a dendritic hierarchic settlement system. Furthermore, the role that individual settlements have in these networks of transport could have given rise to the higher-status stone-built settlements, as some of these have been shown to be valuable as potential intermediary sites and/or to be centrally located on routes between other settlements. The settlement location analysis has found that settlements tend to concentrate on the levees in areas where settlements already existed previously and close proximity to transport networks. Other factors were less important, showing that the location of new settlements is mostly governed by landscape suitability and the potential to interact with other rural settlements and not particularly to interact with the military population. The findings stated above are valuable for archaeologists to further their thought on interactions between the local and military population of the Dutch *limes* area.

Of similar importance are the methods through which these results are achieved. By formulating the archaeological questions in such a way that they can be addressed by the computational approaches, these studies can provide new insights that were not readily extractable from the archaeological data beforehand. In contrast to
tailoring an archaeological problem to the computational approach, which is sometimes offered as a criticism in some computational studies (e.g. Brughmans 2013b; Herzog 2014), formulating a question- or hypothesis-based approach and tailoring the computational approaches to that topic can add value to the application of computational approaches in archaeology.

More specifically tailored to the approaches applied in this research, the application of LCP analysis to model local transport connections has proven valuable, as it allows for the inclusion of the natural terrain, and this was found to have significant impacts on the following analyses. The application of network analysis on problems that are specifically suitable to be addressed as networks (such as questions on the Roman provisioning system) has proven to be valuable and lead to interesting archaeological conclusions, and the results of this research thus encourages similar future problems around transport to be addressed as networks as well.

Important in the application of computational approaches is the need to account for uncertainty in the data and methods and for the validation of the results. Wherever possible, in this research, it was attempted to take uncertainty into account, such as the spatial uncertainty of the natural palaeogeographic reconstruction (Sect. 12.2) and the chronological uncertainty in the site dataset (Verhagen et al. 2016). The results of the network analysis were subjected to a robustness analysis (Sect. 12.3.3; Groenhuijzen and Verhagen 2016), in order to make the interpretations drawn from these results more reliable. However, there is still more work to do in this area. Archaeological data is inherently uncertain and incomplete, and quantitative approaches thus remain susceptible to such data problems; this research only shows some ways in which these uncertainties can be incorporated into the research to strengthen the output.
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Chapter 13
Network Analysis to Model and Analyse Roman Transport and Mobility

Pau de Soto

Abstract The analysis of Roman infrastructures, which helps to understand the transport costs, the commercial routes and the territorial configuration, is an indispensable way to know the benefits and shortcomings of the transportation system created in Roman times. It is well known that the Roman Empire built the first big transport network in Western Europe, parts of Eastern Europe, the Middle East and Northern Africa. In this paper, we show our attempt to reconstruct the Roman transport conditions in Hispania by valuating its connectivity and by modelling the travel costs and times. All of these calculations have been made based in a highly digitized transport network and Network Science applications. The results of such methodologies provide us with new information to understand the Iberian territorial organisation, the distribution of commodities, product competition and problems of stagnation in ancient economies such as that of Ancient Rome.

Keywords Roman transport · Roman commerce · Network analysis · Archaeology · Trade

13.1 Introduction

Analysing and understanding the distribution systems of goods in antiquity has not been (nor is it) a simple task. There are many elements that must be taken into account such as infrastructures, means of transport, goods, geological conditions and so on. Traditionally, scholars have used different material testimonies (amphorae, ceramics, marbles, etc.) or written sources to interpret the movement of goods. Until now, scholars have made different methodological approaches to define the
performance of historical transport networks. The study of Ancient sources and archaeological materials and their dissemination have been used as a proof of commerce and as a main element to determine the existence and morphology of transport routes. But, both kinds of sources uniquely give testimony of the relationship between places (mostly origin and destination of goods), and we still miss a lot of information about the possible routes and the economic impact of them. For that reason, recently there has been a growing interest in creating new ways of quantifying the historical economy and trade (Adams 2007; Bowman and Wilson 2009; De Callataÿ 2014; Meijer and Van Nijf 1992).

The communication and transport infrastructures of each historical period were built and maintained based on their multiple functions within each territory. Roads enabled the export of the goods produced as well as the import of the products that were needed. For this reason, the geographical situation of each urban settlement greatly conditioned their economic possibilities, while the construction of certain infrastructures could sensibly give rise to the alleviation of certain adversities. This issue was highlighted for example by Pliny the Younger in his letter addressed to the emperor Augustus (Ep. X, 46):

> Bordering upon the territories of the city of Nicomedia is a most extensive lake; over which marbles, fruits, woods, and all kinds of materials, the commodities of the country, are brought over in boats up to the highroad, at little trouble and expense, but from thence are conveyed in carriages to the seaside, at a much greater charge and with great labour.¹

Moreover, the construction of new infrastructures, especially in Roman times, clearly served as a propaganda showing the benefits of the Roman domination of the territories. Each great road was marked with milestones providing information to the travelers about which emperor had defrayed the costs of its construction or remodelling. Likewise, triumphal arches, bridges or ports would serve the same purpose. In addition, the improvement in the communications (thanks to the construction of roads that allowed a faster and safer circulation) favoured the connections between territories and the circulation of news and political orders. The construction of these roads also allowed the movement of people, an indispensable element for the dissemination of ideas and religious currents. A paradigmatic case was, for example, the expansion of Mithraism from the East, which was mainly exported by Roman soldiers in places as far away as Rome, Mauritania, Hispania or Britannia.

The development of new technologies, such as GIS, or the application of new methodologies in archaeology such as Network Analysis has allowed us to go a step further and try to model trade and transport in ancient times in different ways.

The Mercator-e project, financed by an IF Marie Curie grant (Project 706260-MSCA | H2020), is focused on the comparative analysis of transport infrastructures in the Iberian Peninsula over a long period of time which is from the Roman times

The chosen territory stands out for representing an almost closed geography, which allows to carry out studies in itself. The studies carried out are focused on the analysis of the morphology of Roman transport networks, that is, how the territory was configured and ordered from the construction of infrastructures (more connected areas vs. more isolated areas). In addition, a study on the functionality of these transport networks has also been developed to complete the knowledge on transport. This second study is based on the calculation of transport costs and times.

### 13.2 The Iberian Transport Networks

The Iberian Peninsula is an enormously diverse geographical environment where large and wide plains, fertile river valleys, long maritime coasts and rugged mountain systems are combined. The adaptation of a territorial organization to this large and diverse territory, whose main architect is considered to be Agrippa (Rodà 1998), required a great effort of design. The progressive conquest of the Iberian territories by Rome, in a process that lasted around two centuries (218 BCE–219 BCE), caused the existence of a complex communication network, which combined military, political, social and economic motivations.

The construction of the communication system in Hispania must be understood, therefore, from the perspective of the military evolution that took place in these territories, with the subsequent adaptations that were carried out to economically exploit the most fertile areas. There are different kinds of sources that allow us to reconstruct the Iberian land road networks. Classical authors like Titus Livius, Strabo or Julius Caesar, ancient sources like the Antonine Itinerary, the Vicarello Cups or the Tabula Peutingeriana and archaeological features like milestones and road fragments, allowed the researchers to establish the paths of these tracks (Carreras and De Soto 2010, 19–24). The North-East of the Iberian Peninsula was the epicentre of Roman communications during the arrival of Rome and maintained its main role during all the following centuries. The capital of the *Hispania Citerior* province (called later Hispania *Tarraconensis*) was established in Tarraco. The territories of the NE were the closest to Rome (both by sea and by land) of the entire Iberian Peninsula. This gave them a consideration as that of a gateway to the entire province.

Across the Eastern Pyrenees, the continuation in *Hispania* of the Gaul’s road known as Via Domitia took the name of Via Augusta. This route crossed the entire Mediterranean coast to go towards the south of the Iberian Peninsula, passing through *Hispalis* and reaching *Gades*. There was also an important deviation from
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2 The objective of the Mercator-e project (http://fabricadesites.fcsh.unl.pt/mercator-e) is to analyse the evolution of transport networks from the Roman Era to the nineteenth Century. Consequently, it is also possible to visualise the medieval communications and the seventeenth and nineteenth century transport networks, in addition to the Roman roads.
Tarraco that was directed towards the Northwest. This horizontal axis (E-O), which linked together the two sides of the Iberian Peninsula, has historically been configured as a very important communication axis. During the conquest of Hispania, this axis was required to supply the Roman armies in the different military campaigns of the north (Numantia, Cantabrian Wars), and it was a hub of communications with the rich gold mines (Las Médulas). Some centuries later, in the medieval ages, the importance of this axis survived being fossilized as the well-known Camino de Santiago.

Other important roads were built in the Roman era in the peninsula such as the axis which, from Caesaraugusta, headed towards Emerita Augusta crossing the whole peninsula from the Northeast to the Southwest. Finally, it is important to highlight two other axes that linked the north and south of the Iberian Peninsula. The first one crossed the entire Atlantic façade on a route that was very close to the coast; it is known as the Via Atlantica and connected cities such as Osonoba on the south coast with Olisipo, Conimbriga and Bracara Augusta reaching Brigantium. Following the same direction, there was another route that headed towards Emerita Augusta, in order to go to the North, from Hispalis to the Cantabrian area passing through Salmantica and arriving at Asturica Augusta.

But the Roman transport system in the Iberian Peninsula was not only based on the construction of road infrastructures. Romans took advantage of the benefits offered by the different waterways. The Iberian Peninsula has an important group of rivers and lagoons that drain into three different drainage basins.

The rivers of each of these drainage basins are very different and offered very diverse transportation options. Due to the proximity to the Cantabrian mountain range, the rivers of this basin and its courses are very numerous of abundant waters, short and pronounced. These rivers offered few possibilities of transport use in Roman times. The rivers of the Atlantic basin are very extensive, some born near the Mediterranean, but due to the inclination of the Meseta they end up flowing into the Atlantic Ocean. Due to the climatology, they are irregular, especially in summer. But the numerous tributaries allowed a deep inland navigation in Roman times. Finally, the rivers of the Mediterranean basin stand out for being short and very seasonal, completely disappearing in dry summers. The exception in this aspect is the Ebro River, the largest river in the Iberian Peninsula. The Ebro River was used as a transport route from the Roman era to the Modern Age. Classical authors like Pliny or Strabo offered information about the navigability of some of the Iberian rivers (Parodi 2001; Carreras and De Soto 2010).

Last, but not least, we defined the maritime transport network. The use of the sea for commercial purposes in Roman times was very important as has been demonstrated by the ancient sources, the artistic representations and the numerous discovered wrecks. In the Iberian Peninsula, various cities benefited from the construction of port infrastructures like Tarraco, Dertosa, Valentia, Carthago Nova, Hispalis, Olisipo and many others were connected with Rome and with many other cities thanks to the circulation of large ships. In the north of the peninsula, several light-houses helped navigation to avoid accidents in the dangerous waters of the Cantabrian Sea. Thanks to the archaeological information, it is possible to establish the sea connectivity of the Iberian coastal cities in conjunction with references in ancient sources.
13.2.1 Digitization of Transport Networks

In previous projects, it was possible to apply the methodological concepts and analysis to a transport network that included the main and secondary roads of the Iberian Peninsula (Carreras and De Soto 2010, 2013; De Soto 2010b, 2011, 2013). However, the current project intends to go a step further using a highly detailed digitized transport network as a base. Thus, from the beginning of Mercator-e, the digitization of all the roads was planned with as much detail as possible. To achieve this goal, the most detailed archaeological published studies were used as well as contacts made with the road researchers to obtain permission to use their digitized data. Diverse recent works have been published on transport networks in Roman Hispania (De Soto 2010a; Moreno 2011; Argüelles Álvarez 2015; Almeida 2017; Fonte et al. 2017). Among them, some used for their projects Geographical Information Systems, so thanks to their willingness to share their data, it was finally possible to include their data into the project database. For the rest of the information, both the published maps and the information and descriptions provided in their texts were counted and digitized. Thanks to this collaboration, the Mercator-e Project is becoming a great open repository, where we can find all the information about historical transport networks of the Iberian Peninsula.

The result of this digitization work has been enormous (Fig. 13.1) if we take into account the size of the geography of the Iberian Peninsula and the number of Roman roads. The means of communication have been catalogued in four different categories depending on the means of transport they represent and their category. Thus, we can find maritime routes, waterways and main and secondary roads. In total, 41,781 km of terrestrial communication roads were digitized, 2868 km of navigable rivers and 4759 km of maritime connections. All this network of Roman infrastructures digitized with high detail represents the largest compilation of routes and routes of the Iberian Peninsula carried out until today. Nowadays, it is possible to visualise all the digitized networks with high precision in the project webpage (http://fabricadesites.fcsh.unl.pt/mercator-e/), but following the Horizons 2020 Open Data policy, it is also possible to observe the Mercator-e’s Roman Networks in other Linked Open Data online platforms related to antiquity as the Digital Atlas of the Roman Empire from the Pelagios Commons project (http://dare.ht.lu.se/). In order to create a more dynamic project, all the Mercator-e’s networks will be openly accessible to downloads in the near future to let scholars use them in their own projects.

The base used to digitize the different routes has depended on the digital data available in each country. Consequently, in Spain, it has been possible to use the municipal topographic base (1:5000), whereas in Portugal, the database used has been noticeably less detailed, but it has been compensated with the digitization of

---

3 Up to now, eight different projects and researchers have shared their digitized data with the Mercator-e Project. At the same time, five research projects have been interested in using the Mercator-e networks.

4 Until now, the most important collection on the Roman roads in the Iberian Peninsula has been made by Arias (2004), compiling all the data collected between the years 1963–2006.
different topographic maps a little bit older, which are from the early twentieth century. Because the objectives of the Mercator-e project include the diachronic study of the Iberian Peninsula, it has also been possible to compare the routes of the Roman roads with the medieval, modern and contemporary routes.

13.3 Methodology

13.3.1 Network Analysis Applied to Historical Transport Roads

The use of Network Analysis is currently widespread throughout our society. From genealogical trees or subway maps to many other applications such as social networks or online road maps, they use some of the concepts developed in Network Analysis in one way or another. The conceptual basis of Network Analysis is the Graph Theory. This theory, widely used today, has its origin in the eighteenth century. In 1736, Leonhard Euler, a renowned mathematician confronted a problem, raised by the city of Königsberg, about the possibility of crossing its seven bridges without repeating any. Despite the fact that Euler found it impossible to solve that
problem, his procedures to find a solution was a key factor for the Graph Theory’s future. He converted each land area into a node (point) and each bridge into an edge (line). The ability to translate a real (or imaginary) concept into a scheme formed by points and lines became the base of Graph Theory. Since 1736, many other researchers from many different science fields have used this methodology: in 1847 Kirchhoff in order to work on electrical systems, in 1857 Cayley and the isomers of an organic compound, in 1859 Hamilton devised some journeys in dodecahedrons or Jordan and in 1869 studied abstract tree forms among others.

In the Mercator-e project, the Graph Theory is applied to the analysis of transport infrastructures. The basis of the project is to identify cities and urban settlements as nodes while the road sections that connect them are identified as edges. This methodology is not new and has been applied before in various archaeological studies on transport and archaeology (Graham 2006; De Soto and Carreras 2008; Isaksen 2008; Brughmans 2013; Preiser-Kapeller and Werther 2016). The conversion of real historical transports into structures formed by graphs offers a large number of options to perform calculations and interpret the roles of the different urban centres, in this case within the Roman transport network in the Iberian Peninsula.

13.3.2 Connectivity

Thanks to the evolution in Social Network Analysis studies, there are different methods and calculations to evaluate the position and role of the different nodes within a network. Freeman (1979) already clarified the mathematical principles of some of these calculations such as centrality, closeness and betweenness degree for use in social sciences. Much has been written about its application in other disciplines, including archaeology (Mills 2017). In recent decades, its use in archaeology has increased exponentially (Brughmans 2010, Collar et al. 2015), allowing us to analyse very diverse elements and relationships in this field.

The centrality calculations allow scholars and researchers to analyse on key elements of the configuration and integration of territories. Historical connectivity of the Mediterranean has been fully developed with wide acceptance in the work of Horden and Purcell (2000) although with some criticism about its quantification models or the difficulty to explain the evolution of the connectivity during the different Roman highly urbanised phases (Tacoma and Lo Cascio 2016, 14). In this project, we understand the connectivity as the capacity of the different urban settlements to allow the circulation of people and goods. This connectivity could also be understood as accessibility. The basis for this analysis is the belief that in historical times there was a direct relationship between the quality and quantity of infrastructures and the economic, political and social significance of each settlement. Important cities and provincial capitals benefited from the construction of important transport routes, large roads, fluvial and/or maritime ports that allowed them to nourish with all the goods they needed, as well as facilitated the arrival and departure of citizens. In this way, a simple and direct methodology of visualizing the significance of an establishment through the quantification of its accessibility has been configured.
The Mercator-e project is based on a methodology that has been developing in recent years to quantify accessibility from transport infrastructures (De Soto and Carreras 2008; De Soto 2011; Carreras and De Soto 2012). The calculation of the centrality degree is used as a methodological basis, that is, the value of each node corresponds to the sum of the total number of edges that are connected to it. The main methodological novelty of this calculation lies in the different weights given to each edge in relation to the means of transport that they represent, creating a weighted network (Barrat et al. 2004). According to this method, the edges of a network are tested not only if they are absent or not (binary calculation), but they can have different values and, therefore, the weight of a node is calculated from the sum of the different values of the edges that are communicated. For non-social networks, the weight often represents the capacities of the ties, for example, the airports’ connections (e.g., the number of seats among airports, Colizza et al. 2007, Opsahl et al. 2008). In this way, the weight of the edges depends on the importance of the road that they represent and the characteristics of the means of communication used. For this project, four different types of edges have been catalogued depending on whether they represented a maritime communication, a fluvial communication, a main road or a secondary road.

As can be seen in the previous table (Table 13.1), the edges that represent maritime communications are given the highest value (4). This is due to the importance of maritime transport in antiquity, which allowed the distribution of large quantities of goods at the highest speeds compared with other means of transport. Therefore, as the classical sources have reflected, the availability of a port was very appreciated by its inhabitants. A clear example of this can be shown through the words of Gregory Nazianzes (Orationes 43):

For maritime cities are able to bear such times of need without difficulty, by an exchange of their own products for what is imported: but an inland city like ours can neither turn its superfluity to profit, nor supply its need, by either disposing of what we have, or importing what we have not...5

In the next place, the edges that offer a higher value of centrality, but less than those representing the maritime connections, are those that represent a fluvial transport. The cities that were built in the vicinity of a navigable river were also favoured by
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the possibilities which these fluvial courses offered for the transport of merchandises. Although much more limited than shipping, river transport had good transport characteristics downstream, while it has much less favourable condition in the opposite direction (upstream).

Finally, the last two categories of edges correspond to means of land transport. The differentiation between both types of edges is based not on the characteristics of the means of communication that circulated through them but on the category of the roads. As discussed in Sect. 13.2, on the one hand, it has been considered opportune to identify the routes depending on their role in the communications of the territories, as main roads have been considered those that were collected in itineraries and ancient sources due to their importance. Some examples in the Iberian Peninsula could be the Via Augusta or the Via Atlantica. And at the same time, those roads with archaeological data without having the same importance as the main roads have also been collected as secondary roads. These roads have been considered secondary, due to their morphology and their position within the transport network.

As a result of the application of this methodology to value the different types of edges, we have obtained a weighted Network where a node with few connections has a higher value than other nodes with a greater number of edges, because the final centrality degree will depend on the value of the edges. It could be interpreted that the final value of the centrality in this project is not only a quantitative value but also a qualitative one (Fig. 13.2).

Fig. 13.2 Scheme on the change of the value system of the edges (above) and the result of its application in the Roman transport network in the Iberian Peninsula (below)
13.3.3 Transport Time Costs and Financial Expenses

Another element analysed in this project focuses on the analysis of the functionality offered by the Roman transport network. This aspect evaluates the situation of each territory of the Iberian Peninsula in relation to the transport costs (in money and time) that is needed to transport goods to the rest of the network. The data generated creates a clear visualization of the position of the different cities and territories to favour an active commercial economy.

It is important to remark that these calculations do not attempt to determine the exact cost of transporting a commodity in a given path but rather to establish dispersion or distribution models in relation to estimated costs. Today, with the data and knowledge available, it is still very difficult to try to establish an exact cost for the transport of merchandises in the Roman period. In fact, the only accurate information that has survived has been from some small references of costs in written sources and some legal price lists.

The functionalities offered by Geographic Information Systems and Network Analysis have been used to computerize and simulate the theoretical time cost and financial expense of transport through Iberian transport networks in the Roman period. The methodological basis for carrying out these calculations is based on the use of cost and speed transport values per kilometre travelled that are applied to previously digitized transport networks in a GIS environment. In this way, the more detailed the digitized network is, the more detailed and precise the results obtained can be.

For this reason, due to the search for the most approximate results and possible de-carvings, the digitization of the networks of the different means of transport has been digitized with the greatest possible detail. Thus, all the terrestrial roads respect the geographical features and the different characteristics of the orography through which they pass.

One of the most transcendental elements of this project has been the establishment of the values for the calculation of transport costs and times. So far, data obtained in previous projects have been used (De Soto 2010a; Carreras and De Soto 2010). To perform the calculations on the functionality of the transport network, two different types of values are distinguished. On the one hand, the time needed to distribute goods from one point to the rest of the network is evaluated. For this purpose, it has been necessary to determine the average speeds for each different means of transport. The analysed data have been extracted from different classical sources as well as from ethnographic data.

Maritime transport was the fastest means of transport in Roman times. The large vessels that crossed the Mediterranean as well as boats of smaller dimensions took advantage of the currents and the winds to travel long distances in reduced times. Pliny the Elder (NH XIX, 3–4) perfectly describes the Roman view of maritime circulation:

...and in what production of the earth are there greater marvels revealed to us than in this? To think that here is a plant which brings Egypt in close proximity to Italy!—so much so, in
fact, that Galerius and Balbillus, both of them prefects of Egypt, made the passage to Alexandria from the Straits of Sicily, the one in six days, the other in five! It was only this very last summer, that Valerius Marianus, a senator of praetorian rank, reached Alexandria from Puteoli in eight days, and that, too, with a very moderate breeze all the time! To think that here is a plant which brings Gades, situate near the Pillars of Hercules, within six days of Ostia, Nearer Spain within three, the province of Gallia Narbonensis within two, and Africa within one!—this last passage having been made by C. Flavius, when legatus of Vibius Crispus, the proconsul, and that, too, with but little or no wind to favour his passage!6

The main propulsion of these boats were the sails, supported with oars in their approaches to the ports and complicated zones. The speeds of the Roman ships have already been studied before, with Lionel Casson being one of its most important researchers. According to this author (Casson 1985), after collecting some classic sources, he determined that there were two different speeds: 6.75 knots in favourable conditions and 3 knots in unfavourable wind conditions (16 h of navigation per day). More recently, other authors have analysed this question again (Arnaud 2005; Lawton 2004; Scheidel 2013), modifying and incorporating some data. Cabotage navigation, the most used to redistribute goods from the large ports that connected different provinces to the rest of the maritime settlements of the transport network, had limited the speeds because the proximity of the coast reduced the existence of winds and the navigable conditions (McGrail 1983). With all the data provided, an average speed (favourable/unfavourable winds) was established for maritime transport of 2.3 knots (4.26 km/h).

In Roman times, other much used means of communication were the different waterways. In certain territories, the rivers represented true arteries of penetration inside the territories. In the case of the Iberian Peninsula, it is well known that the main rivers were used as transport paths. Fluvial ports are known, and data have been preserved in written sources about the use of Iberian rivers as means of transport (Parodi 2001). But determining the speeds of river boats in Roman times has been a difficult task, mainly due to the lack of data on these fluvial media in the written sources. In river navigation, two situations are clearly distinguished and differentiated: downstream and upstream navigation. The first represented the simplest form of transportation. It required very little crew, and depended on the speed of the river waters. In the second case, for the upstream navigation, the help of human or animal traction from the shore was necessary to overcome the unevenness. It was also necessary to build certain infrastructures on the banks such as towpaths. Pliny the Elder (NH VI, 102) documented a trip across the Nile River upstream between the Delta and Coptos that lasted 12 days, although the case of the Nile is not exactly comparable to the rivers of the Iberian Peninsula. These data together with other ethnographic information (Carreras 1994; Carreras and De Soto 2010) allowed to establish a speed of 2.51 km/h for the transport of merchandise by river downstream, while a speed of 0.62 km/h has been established for the upstream transport. In order to improve the final calculations on river speeds, other recent bibliographical sources will be taken into account (Cooper 2014; Malmberg 2015).

Finally, the speed of land transport has also been determined. For this type of transport, we have more information. There are several authors who have reflected the transport of goods and the time needed to carry out the journeys. The average speed of a cart drawn by oxen was about 25–30 miles per day, which could mean 1.5 miles per hour (2.1 km/h) counting rest stops (Casson 1974). Similar results were determined by Landels (1978) for the transport of carts with heavy load. These vehicles needed wide roads with little inclination. In mountainous areas, where narrower and more sinuous roads were created, caravans of pack animals were used, such as donkeys and mules. Their speeds were slightly higher, because they were easier to move. According to historical and ethnographic data, caravans of animals could travel up to 50 kilometres per day, which means a speed of 3 km/h with a daily rest of 8 h. For this project, a single speed for land transport has been established because if both values were used, there would always be a predilection for mountain transport (without taking into account the load capacity or the orography of the road used). For this reason, an average land transport speed of 2.5 km/h has been established (Table 13.2).

The second aspect analysed on the performance of the transport network focuses on transport costs. As in the previous case, the methodology used to perform these calculations is based on the establishment of cost values for each means of transport. However, determining these transport costs is more complicated than knowing their speeds. In fact, very few sources have been conserved that made reference to transport costs in Roman times. For example, there are some well-known citations, such as Cato (De Agricultura 22.3), which narrates the transportation of an oil mill (circa 400 Kg) from Suessa to Venafro (60 km) in a mountainous region:

*A mill is bought near Suessa for 400 sesterces and fifty pounds of oil. The cost of assembling is 60 sesterces, and the charge for transportation by oxen, with six days’ wages of six men, drivers included, is 72 sesterces. The bar complete costs 72 sesterces, and there is a charge of 25 sesterces for oil; the total cost is 629 sesterces. At Pompeii one is bought complete for 384 sesterces, freight 280 sesterces. It is better to assemble and adjust on the ground, and this will cost 60 sesterces, making a total cost of 724 sesterces.*

Perhaps the most important source where transportation costs were collected from Roman times is the Edict of Diocletian, promulgated in 301 CE. (Lauffer 1971; Giacccher 1974; Roueché 1989). This legal text elaborated to establish fixed prices for certain products and economic activities offers very valuable information for
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Table 13.2 Speeds determined by this project divided by means of transport

<table>
<thead>
<tr>
<th>Means of transport</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sea transport</td>
<td>4.26 km/h</td>
</tr>
<tr>
<td>River transport (downstream)</td>
<td>2.51 km/h</td>
</tr>
<tr>
<td>River transport (upstream)</td>
<td>0.62 km/h</td>
</tr>
<tr>
<td>Land transport</td>
<td>2.5 km/h</td>
</tr>
</tbody>
</table>
this project. Up to this point, we have used the interpretation and calculations made in previous projects (De Soto 2010a, 2010b; Carreras and De Soto 2010). The analyses carried out have established transport costs in kilograms of wheat per ton transported and kilometre travelled for each means of transport (Table 13.3):


### 13.4 Results

Up to now, the main results obtained in this project have been the creation of a new transport network of the Iberian Peninsula in Roman times. The highly detailed and as accurate as possible digitization of all communication routes (maritime, fluvial and terrestrial) has required the dedication of many efforts, as well as the preparation of a new database with all the available information. As mentioned above, 1341 sections of roads have been digitized by all means of communication that sum up to 49,408 kilometres.

The next phase of the project is to focus on the study of centrality of this new digitized transport network. Based on the results of previous projects carried out from networks that are not as complete or detailed, we have some preliminary results that allow us to advance provisional results. The expected results will allow us to interpret how the Roman transport network in the Iberian Peninsula was organized (Fig. 13.3).

From previous and less detailed projects, it could already be seen how the configuration of communications in the Iberian Peninsula responded to three main axes. On the one hand, it highlighted the route linking the northeast of the peninsula with the northwest. This great axis will be fossilized in Iberian communications on the well-known Camino de Santiago during the Middle Ages. It was an important road, connecting the oldest conquered territories with the last areas to be conquered. This must have been the route used to export the minerals and gold exploited in the northwest, with mines such as Las Médulas. This route took advantage of the facilities of passage of the Ebro valley, one of the most important productive areas

<table>
<thead>
<tr>
<th>Table 13.3 Transport characteristics, costs and ratios between them</th>
</tr>
</thead>
<tbody>
<tr>
<td>Means of transport</td>
</tr>
<tr>
<td>Sea transport</td>
</tr>
<tr>
<td>River transport (downstream)</td>
</tr>
<tr>
<td>River transport (upstream)</td>
</tr>
<tr>
<td>Land transport</td>
</tr>
</tbody>
</table>
of the Iberian Peninsula. Also, the whole area of the Mediterranean coast was well connected. The existence of the Via Augusta, which connected the south of the peninsula with Gaul, favoured the movement and circulation of people and goods. On this route, another river route exerted a great attraction for the development of communications, in this case the Guadalquivir River. Finally, there was another great route that communicated the south and north of Hispania. This route started from Hispalis and headed north, passing through towns such as Emerita Augusta, Salmantica or Asturica Augusta to finally reach the north-western territories of the peninsula. Conversely, large poorly communicated areas can also be seen in this first map, of which mainly were mountainous areas such as the Pyrenees, the Cantabrian Mountains, Sierra Morena or the Baetic Mountains.

As regards transportation costs, the results obtained should complement in more detail those recently obtained (De Soto and Carreras 2015) where the strong dependence of distribution on maritime and fluvial communications can be observed. Analysing the transport costs from a coastal city allows us to visualize the isolation of the inner territories of the Iberian Peninsula, and helps to explain the organization of this territory. In this case, large cities such as provincial capitals were located in easily accessible locations from the outside. All these cities were situated on the coast or in the navigable valleys of large rivers. These territories, well communicated and with reduced transport costs, were the most economically exploited territories, where more efforts were devoted to the production of oil and wine.

Fig. 13.3 Map of the accessibility of the Iberian Peninsula (De Soto and Carreras 2015)
From the previously obtained data, it can be seen how the most economically exploited areas were those where it was cheaper to export their goods abroad, mainly to Rome by waterways and maritime routes. These better communicated areas were the fertile valley of the Ebro River, rich in cereal production, the coastal area of the Northeast, known for its production of wine, the valley of the Guadalquivir River, famous for its enormous production of olive oil or the southwest and northwest extremes with its production of minerals and precious metals. All these areas represented the main source of wealth that Rome exploited from the Iberian Peninsula (Fig. 13.4).

13.5 Conclusions

The study of the configuration of transport networks allows us to visualize how a territory was organized in the past. This methodology offers quantified results on the configuration of transport routes and commercial distribution that can only be calculated with this type of analysis. Through its connectivity and transport costs, the characteristics (benefits and disadvantages) of the geographical situation of each city and territory can be understood. With this information, some economic, political and social dynamics can be explained with more quantified data.
As an example, from the comparison between the results obtained with different types of archaeological and historical data, patterns and relationships could be established between the transport network and the political, economic or social organization of this territory. It is possible, for example, to visualize the distribution of sites destined to the exploitation of oil and wine in the Iberian Peninsula with the transport costs or the connectivity. In this case, from the results extracted from the analysis of generalized networks, it is clear how the greatest efforts of Rome served to connect the most productive areas of the Iberian Peninsula. The eastern coastal zone, the fertile valley of the Guadalquivir River or the different mining areas of the south and west of the peninsula were always perfectly communicated. In the same way, it can also be observed how the location of the largest cities responds mainly to the best connected locations. The most developed cities were located in well-connected areas, with several means of transport and with economic facilities for the importation/exportation of products.

Definitely, the development of this project will make it possible to improve the analyses carried out to date with more precise measurements and more complete methodologies. The detail in the digitization of transport networks will offer more approximate results, taking into account aspects such as orography or a more real distance. At the same time, new analyses in centrality measurements will offer new elements to evaluate the role of different cities and territories in the construction of the transport network (Fig. 13.5).

Fig. 13.5  Map with transport costs (left) and connectivity (right) in relation to the measurement of the cities (above) and the production areas (below) of oil (green), wine (purple) and mining (red)
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Chapter 14

Footprints and Cartwheels on a Pixel Road: On the Applicability of GIS for the Modelling of Ancient (Roman) Routes

César Parcero-Oubiña, Alejandro Güimil-Fariña, João Fonte, and José Manuel Costa-García

Abstract GIS-based digital modelling tools, such as the well-known least cost paths (LCP), have been widely used in archaeology in recent years as ways of approaching forms of mobility in the past. Roman roads are among the best-known examples of ancient networks of paths and have been widely studied using such approaches. In this paper, we shall make a general reflection on the applicability of those tools for the modelling and analysis of ancient routes, with a special focus on Roman roads. Drawing from a case study in the NW Iberian Peninsula, we shall discuss certain aspects related to the potential and limits of Cumulative Costs, LCP and other related tools for the modelling and analysis of ancient roads. We will illustrate how the use of tools which explore potential mobility in less restricted ways can help to overcome some of the limitations of LCP.
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14.1 Introduction: Tradition and Innovation in the Analysis of Roman Roads

The Roman road system is one of the largest and most widely studied (in archaeological terms) networks of ancient roads in the world. They were an essential tool for the expansion of the Empire and the administration and control of its territory. It has been argued that the network of roads reached a remarkable extension of 120,000 km at its height (Fasolo 2014, 3875), consisting of a vast range of different pathways, from long-distance roads to short-range, local paths. As is to be expected, knowledge of these routes is rather uneven, with most archaeological research focusing on the main, long-distance routes, for which abundant epigraphic and textual documentation exists. A brief account of the case of the NW Iberian Peninsula may be representative of research trends elsewhere.

The study of Roman roads in Iberia has, for a long time, attracted the attention of a heterogeneous group of scholars. Unlike other specialized topics, archaeologists have traditionally occupied a secondary position in this debate. While historians have mainly focused on the analysis of epigraphic (e.g. milestones) and ancient literary sources (itineraria) (Roldán Hervás 1975; Rabanal Alonso 2006; Fernández Ochoa et al. 2012; Roldán Hervás and Caballero Casado 2014), engineers and other professionals have paid more attention to historical cartography, to the technical problems relating to the construction of the roads and to other elements linked to the latter, such as bridges (Moreno Gallo 2006, 2011a; Vicente González 2013; Alonso Trigueros 2014).

The landscape of the north-western area of the Iberian Peninsula is characterized by its heterogeneity. This aspect has naturally had a strong impact on the degree of preservation of ancient roads and, therefore, on the information we currently have about them. In densely populated areas or in regions where smallholdings are predominant, the conservation of archaeological remains tends to be worse. For instance, the lack of reliable archaeological data and certain scholarly traditions have shaped an intense historiographical debate about the original route of Roman roads in some areas (Estefanía Álvarez 1960; Sáez Taboada 1999; Franco Maside 2000, 2001; Rodríguez Colmenero et al. 2004; Gómez Vila 2005). On the contrary, the local topography in mountainous areas led to the recurrent use of certain natural passages from prehistoric times to our days, thus making the general outline of these routes more easily detectable or, it could be said, less debatable (González Álvarez 2011).

To a great extent, ancient infrastructures are still recognizable on the open fields of the northern Spanish plateau. Where they are no longer in use as modern roads, they may still be detectable as abandoned hollow tracks or via place names. This situation has also made them prone to detection via the use of more comprehensive approaches, such as aerial surveying (Del Olmo Martín 2006). This is the reason why the reconstruction of old itineraries has become more consistent over time, albeit, in general, with small changes when compared to the work of the pioneers on the subject (Loewinsohn 1965; Moreno Gallo 2011b).
In fact, when we are deprived of the (occasionally biased) contribution of ancient written sources, the differences between most ancient routes, either Roman or later, are very small in terms of materiality. The dating and characterization of these paths as Roman roads is, therefore, a significant issue. Moreno Gallo (2006) has argued that “archaeology does not have enough resources to deal with this problem” (p. 186) and that the stratigraphic methodology traditionally used for their study has actually been “par excellence destructive” (p. 223). Far from being an incendiary statement, what this author stresses is the lack of multidisciplinary, holistic approaches for the study of these structures and the general lack of awareness of archaeologists regarding certain basic notions of Roman engineering. Being an engineer himself, his criticism is quite understandable and it is, actually, extremely similar to what an archaeologist might say about those scholars who overuse ancient sources. Regardless of its certitude, the assertion is not entirely original, since the problem had already been pointed out by certain archaeologists (Abásolo Álvarez 1990).

In recent times, the extensive use of new resources and techniques, such as geophysical surveying or airborne LiDAR technology, is slowly transforming the study of Roman roads through the development of more systematic multi-disciplinary surveys (Gethin and Toller 2014; Small 2016). Among these new approaches, digital modelling has contributed to a renewed analysis of Roman roads in different ways, in Spain as well as elsewhere in Europe. The digital modelling of human movement with GIS, based on the use of tools and concepts such as friction, cumulative cost or least cost paths (LCPs onwards), has been one of the most significant contributions. In the following paragraphs, we shall briefly outline some of these recent approaches.

14.2 GIS-Based Modelling of Roman Roads

GIS-based digital modelling tools, such as the well-known LCPs, among others, have been widely used in archaeology in recent years as ways of understanding forms of mobility in the past. A growing body of literature exists presenting both theoretical and methodological proposals, as well as multiple examples of application in different geographical and archaeological contexts (e.g. White and Surface-Evans 2012; Herzog 2013, 2014; Polla and Verhagen 2014; Howey and Brouwer Burg 2017; Supernant 2017, among many others). The analysis of Roman roads is just one of the fields to which those approaches have contributed significantly.

To put it quite simplistically, most of these contributions can be classified either as predictive or “postdictive” approaches. In other words, the former are aimed at reconstructing the layout of ancient networks of paths, while the latter focus on understanding the logic behind the layout of an existing road network. Obviously, there is no sharp division between them, but rather a different emphasis. A review of some examples can help in understanding this difference.
Most GIS-based models of ancient mobility apply slope-dependent cost functions, whereby costs for movement are basically, or exclusively, computed according to the influence of variations in terrain gradient on human mobility. A number of functions exist to compute costs (measured either in energy, changes in speed or any other currency) from slope changes (usually represented in a GIS environment as a slope map). However, other cost factors have also been considered in some cases. The work of Verhagen and Jeneson (2012) is a good example of an explicitly predictive approach whereby other cost factors beyond terrain slope are considered. Their work is based on the explicitly predictive objective of finding plausible hypotheses for the original route of a given Roman road, on a detailed geographical scale:

*Given the uncertainties regarding the way in which Roman engineers chose routes through difficult terrain, it seems logical to apply least cost path (LCP) models to try to find the most plausible ones.* (Verhagen and Jeneson 2012, 125)

Taking as a starting point a series of locations where the existence of the road is known, LCP is the mechanism used to predict the most probable routes to link them and, consequently, to “join the dots” and predict the probable route of the road in its entirety. In contrast with other approaches, Verhagen and Jeneson consider other factors besides movement costs. In particular, they include visual control over the surrounding landscape as a possible additional factor influencing the layout of the road, considering that this Via Belgica was originally a military route. The different combinations of these factors (anisotropic costs and visual control measured in different ways) produce a range of LCPs, which aid in the validation of the different existing proposals regarding the actual route of the road and provide some plausible hypotheses for ground-truthing in the field.

In a series of recent papers, Van Lanen et al. have developed a detailed predictive model for the identification of Roman and Medieval routes in the Netherlands (Van Lanen et al. 2015a, b, 2016). Within a mostly flat geographical region, with little topographical variation, their proposal stands out for not relying on the use of cost surfaces but on what they call “network friction”:

*Traditional GIS modelling of past routes has largely focussed on correctly defining cost-surface modules [...]. In low-lying regions such as the Netherlands these approaches are less useful when modelling route networks. In these regions, other landscape factors greatly will have determined route networks and local translocation conditions (e.g. the presence of mires, peat bogs, rivers). Network friction calculates regional accessibility conditions based on environmental data and locates transport obstacles and corridors, and therefore can be used to model historical route networks.* (Van Lanen et al. 2015b, 145)

It could be argued that these factors can also be quantified in terms of costs and that they are, actually, producing and using cost surfaces (albeit based not on topographical costs and using relative measurements of friction). Nevertheless, their proposal is a detailed approach to detect the most probable routes (rather than specific roads) connecting a known distribution of Roman and Medieval settlements (High Density Settlement Clusters), considering the likely influence of secondary settlements (Isolated Settlements) in the layout of those routes. Theoretical routes are calculated
with two different friction surfaces (terrestrial and maritime) but using direct connections between pairs of points as LCPs do; that is, given certain friction values, the single best connection between points is calculated. The results are tested with archaeological data related to the location of “infrastructural” and “isolated finds” from the Roman period which are used as the ground evidence to measure (with good results) the likelihood of the routes obtained through the modelling analysis.

Equally predictive is the recent proposal by Verbrugghe et al. (2017) in Flanders:

Despite this long research tradition the routes of Roman roads in the Civitas Menapiorum (the Roman region covering what are now the Belgian provinces of West and East Flanders, the French Departement du Nord and the Dutch province of Zealand) are still uncertain. (Verbrugghe et al. 2017, 76)

Again, they do not rely on the common use of slope-based cost surfaces but on a combination of morphometric and land cover analysis to build their cost surfaces, something that is, once more, justified by the specific conditions of the regional landscape:

Since the study area is characterised by a large number of dry ridges and wet depressions, two cost surfaces were created based on an ASCII version of the DTM (cell size five metres) for Flanders (2001 and 2004) and a shapefile version of the Belgian soil map of 2001 (cell size five metres). […] The cost ascribed to the DTM was based on the method used by Wiedemann, Antrop and Vermeulen. They used the raster calculator in ArcGIS to give depressions (negative height values) and higher areas (positive height values) a respective high and low cost, since hilltops and ridges were favoured for routes. […] Subsequently, a cost surface based on the Belgian soil map was created. […] The cost ascribed to the resulting map was based on a division into four soil types. Dry sand, dry soils, moist soils and wet soils were ascribed respectively costs of one, two, three and ten. […] Since no objective data on cost preferences in Roman decision making are available, no weights were ascribed to the calculated cost surfaces when combining them. After multiplying the cost surfaces, the resulting cost surface was calibrated in the same way, on a scale of zero to ten. (Verbrugghe et al. 2017, 79)

Using that friction surface, they calculate the LCP which would probably have joined the “accepted junctions of supralocal Roman roads in Flanders” (ibid, 79).

The choice of costs is one of the explanations why only little similarity could be observed by comparing the buffers for the calculated least cost paths, the known archaeological sites from the CAI and the crop and soil marks on oblique and vertical photographs. (Verbrugghe et al. 2017, 84)

This is a good case to illustrate why a predictive approach must always rely on an explicit hypothesis where the measurement of movement costs is based on reliable evidence. As in predictive modelling in general, there are two main ways to build these hypotheses: either inductively or deductively (Verhagen and Whitley 2012). In
the case of ancient roads in general, and Roman roads in particular, we have seen how most authors agree that one of the main things which remain to be explored is precisely what criteria guided cost preferences in Roman decision making. This has encouraged some authors to take an inductive approach and model Roman roads from a ‘postdictive’ point of view: taking some cases in which a substantial amount of evidence remains about the actual route of roads in the past. These approaches aim not to reconstruct the routes, but to understand the pieces of evidence which inform us about them. In other words, their objective is:

*to understand the rationale behind the layout of a Roman road […] to understand, via the use of a modelling process, the criteria and factors which were taken into account when choosing a particular route for this road.* (Fonte et al. 2017, 164)

A good example of this is the recent contribution by Herzog (2017). Although she is not dealing with Roman roads, she provides an interesting example of a combination of predictive and “postdictive” modelling. She starts with a collection of maps representing ancient roads, which are carefully transferred into their actual geographical position. In parallel, she uses LCPs to calculate the most likely routes to join the places depicted in the historical maps. A comparison between them allows her to further refine the cost factors considered in order to achieve the theoretical LCP which best match the known historical roads (what we would call a “postdictive” approach). This implies unveiling the factors considered in the development of those roads, which in this case were avoiding wet soils and terrains with a critical slope of 12% and giving preference to certain fords which were historically documented. Having refined the model of cost, she was able to obtain a map of the route of those ancient roads on a very detailed scale (a predictive approach), which can be used to guide a prospection based on the identification of hollow tracks in high-resolution airborne LiDAR data.

In summary, these (and other) recent contributions have proved the potential of GIS-based modelling to improve our understanding of Roman roads. Firstly, they illustrate how a reliable prediction must always be based on a previous understanding of the factors which might have influenced their layout and on accurate modelling of them in a digital environment. Secondly, when compared to each other, they show that the relative importance of the factors influencing the layout of Roman roads seems to have been different depending both on the regional geography and on the historical context of their development. Although slope-dependent cost functions have proved to be useful in many cases (e.g. Herzog 2017), their relevance should not be universally taken for granted (a recent good example is Supernant 2017). Again, a deep understanding of the cost factors involved in each specific context is needed. Thirdly, these papers are also informative of both the potential and limits of the widely used LCPs: despite being extremely useful tools, they provide a somehow restricted illustration of mobility, limited to the single best possible connection between points.

In the following sections, we shall attempt to explore some of these issues in more detail, elaborating on our previous work on the analysis of Roman roads in the north-western Iberian Peninsula (Güimil-Fariña and Parcero-Oubiña 2015; Fonte et al. 2017).
14.3 The Case Study: Approaches to Roman Roads in the NW Iberian Peninsula

Our recent approaches to the digital modelling of Roman roads in the north-western Iberian Peninsula have been based on an explicitly “postdictive” perspective aimed at exploring which cost factors best explain the route of some of the main roads which are known in sufficient detail. As the north-west of the Iberian Peninsula is a region with a rugged topography, we relied on the calculation of LCP based on slope-dependent cost functions to approach the rationale behind the layout of the best-known sections of the Roman roads in the region.

An initial paper (Güimil-Fariña and Parcero-Oubiña 2015) enabled us to understand some of the basic factors behind the road network on a general scale and from a pedestrian perspective. We found that, in most cases, the distribution of material indicators related with the Roman roads (essentially milestones, which are reasonably abundant in this region) was highly coincident with the route of the LCPs calculated for pedestrian movement, in which changes in slope were the only influence. Besides slope-dependent friction, we only added an extra cost to river courses, which in this region have gentler slopes than most of the surrounding terrain, to prevent the software from considering them as theoretically good areas for movement and producing LCPs running through rivers. Although good results were obtained for some of the roads, others proved to be dependent on different factors which we were not able to identify at that point.

A second paper (Fonte et al. 2017) focused on a more detailed analysis of a specific road: the so-called Via XVII from the Antonine Itinerary, connecting Bracara Augusta (Braga, Portugal) and Asturica Augusta (Astorga, Spain). This analysis provided further arguments to understand the influence of some other physical factors in the layout of the roads. In particular, we focused on the modelling of the movement of animal-drawn wheeled vehicles, finding that the known layout of the road analysed showed a very good coincidence with the theoretical LCP which, besides considering the effect of the slope on pedestrian movement, avoids higher altitudes and prioritizes terrain below a given critical slope. In our case, dealing with a succession of regions of sharp topographical contrast, between hilly terrain and open flat land, the threshold for the critical slope was found to occur between 8 and 16%, depending on the sector. Table 14.1 summarizes the model of friction which we found useful in understanding the layout of the Via XVII road.

This approach allowed us to acquire a good understanding of the rationale behind the Via XVII and, to our view, provided a perspective which was complementary to the more traditional approaches aimed at the reconstruction of the route of the road based on what we call a “joining the dots” approach (for this particular road, Lemos 2000; Rodríguez Colmenero et al. 2004; Maciel and Maciel 2004; Moreno Gallo 2011a; Fontes and Andrade 2012). In a way, drawing from the proposals of Limp and Opitz regarding the impact of digital measurement tools in archaeology (Opitz and Limp 2015; Limp 2016), our results could be seen as an “independent measure”, against which the likelihood of the existing archaeological interpretations can be tested.
However, these results opened up a number of new questions and/or avenues for further research. One obvious possibility would be to use the more refined results of this second analysis to fuel a predictive approach in order to find the most plausible routes of the roads, or sections of roads, for which a greater degree of uncertainty exists. Although we have already begun exploring this approach, it extends beyond the limits available for this publication. In this case, we shall focus on certain parts of the Via XVII in an attempt to explore the utility of certain tools which allow movement to be modelled less restrictively than is the case with LCPs.

### 14.4 Beyond Least Cost Paths: Finding Multiple Optimal Routes Between Points

#### 14.4.1 Combining Optimal Routes for Different Friction Models

One of the main limitations of LCP-based approaches is that, given a specific model of friction, it is possible to find only the first optimal connection between points. One simple way to overcome this limitation is to use multiple models of friction, as some authors have done to obtain and compare, for instance, optimal terrestrial and maritime routes (Howey 2007; Van Lanen et al. 2015b) or to calculate various potential optimal paths based on different factors (Verhagen and Jeneson 2012; Surface-Evans 2012; De Gruchy 2016). However, even in those cases, for each single friction model, the results are always limited to the first single optimal connection between points. Therefore, the outcome is a collection of multiple single optimal connections, based on different criteria.

Although this is not necessarily a problem in many cases, in others it might be relevant to explore the possibility of multiple potential pathways to connect a network of points (Howey 2011). This can also occur in the case of highly formalized road networks such as the main Roman roads where different branches are some-
times supposed to have connected two points. A section of the Via XVII around *Aquae Flauiae* (Chaves, Portugal) which we previously analysed in Fonte et al. (2017) provides a good case in point (Fig. 14.1).

As was observed in our previous paper, it seems that *Aquae Flauiae* acted as a primary node in the layout of this road, something which is in accordance with its importance as a central place of secondary level in Roman times. The topography

---

**Fig. 14.1** Roman roads around *Aquae Flauiae*: direct remains of the roads and main existing reconstructive proposals. The main road (Via XVII) and the secondary roads, as have been proposed, are shown in different symbology.
around *Aquae Flauiae* is especially rugged, which must have implied some limitations to mobility in the past: less than 50% of the area represented in Fig. 14.1 has a slope below 16%, and only 22.5% below 8%, referring to the range of slopes which is usually assumed to limit the movement of wheeled vehicles.

The most recent proposals (Rodríguez Colmenero et al. 2004; Fontes and Andrade 2012) agree in suggesting the existence of two branches to the west of *Aquae Flauiae*, both of which are indicated by the presence of milestones and/or bridges. These branches cross the Terva valley (Boticas, Portugal), where an important Roman mining area is located (Fontes et al. 2011) (Fig. 14.1). Less consensus exists towards the east of *Aquae Flauiae*. Although some authors propose the existence of just one single branch through the Rabaçal valley (Valpaços, Portugal) (Rodríguez Colmenero et al. 2004), others have argued for the existence of a second branch northwards, through the Tuela valley (Vinhais, Portugal), to which direct evidence such as milestones and possible Roman bridges could be associated (Lemos 1993, 2000; Maciel and Maciel 2004) (Fig. 14.1, top). A third proposal has been put forward by P. Soutinho, who agrees on the existence of that route to the north but interprets it not as a branch of the main Via *XVII* but as part of a secondary road coming from the south (Fig. 14.1, bottom).¹ In any case, both branches, or both roads, would have come together around Castro de Avelãs (Bragança, Portugal).

The context is open to different interpretations. There are some locations where direct material evidence points to the passing of a Roman pathway (milestones and bridges), although some of the connections between them are largely uncertain. The proposals summarized in Fig. 14.1 rely on different, indirect, evidence, but it is hard to definitively affirm which one is more accurate or reliable. As mentioned above, this is a section of the larger road (Via *XVII*) which was analysed in Fonte et al. (2017). In that case, we arrived at the friction model summarized in Table 14.1. The LCP it produced showed a good match with the distribution of most of the known milestones along the whole road and is also largely coincident with (1) the northern branch of the road to the west of *Aquae Flauiae* and (2) the southern and most agreed-on branch to the east. But what could be the logic of the other two branches? Do they privilege other types of movement, such as pedestrian routes? Do they lead to secondary places of interest which deviate from the optimal route? Are they earlier or later routes, suitable for different criteria and cost factors? Are they seasonal branches?

If we limit our analysis to the use of LCP, we can only test those hypotheses by designing alternative friction models and checking their coincidence with the available evidence. For other sections of this same road, the possible existence of changes in time has been already suggested (Fernández Ochoa et al. 2012): a road initially developed in a context of military conquest was later turned into an administrative and commercial route, which would have implied some redesign. This is an idea worth exploring, with a possible hypothesis being that any of the branches could

¹This proposal is developed on the website http://www.viasromanas.pt, which includes a detailed mapping of the proposed routes and the location of a large number of material remains related to Roman roads in Portugal.
correspond to optimal pedestrian paths which were later replaced, or complemented, by more adequate routes for wheeled vehicles (Fig. 14.2).

To test this possibility, we returned to the area around Aquae Flauiae in order to carry out further analyses. In this case, we used a higher definition DEM, with a spatial resolution of 10 m, built using the elevation data (contours and height points) of the Portuguese Army Geographical Institute (IGeoE) 1:25,000 cartography.

Our first step was to calculate the LCP for pedestrian movement between three nodes which are assumed to have been located along the road in this sector: Aquae Flauiae (without a doubt a central node of the road), Castro de Avelãs (whose Roman name is uncertain but its relationship to the road seems clear) and the supposed location of the mansio Caladunum (the site is unknown, but there is general agreement that the road ran through the place we have chosen and direct evidence for this theory). We also re-calculated the LCP for wheeled vehicles, using the same parameters as in our previous work, but with the more detailed DEM now available.

None of the results were satisfactory. On the one hand, on this more detailed scale, the LCP designed for wheeled vehicles provides only a partial coincidence with the assumed main route of the road, especially to the east of Aquae Flauiae. This deviation, which was not noticeable in our previous analysis on a more general scale, might suggest that the selection of a specific point to cross the River Rabaçal must have also had a local influence on the route of the road (as seems to occur, on a more general scale, with other bridges (Güimil-Fariña and Parcero-Oubiña 2015). For this reason, we have included the Ponte do Arquinho bridge as a fourth node in

Fig. 14.2 LCP between Caladunum, Aquae Flauiae, and Castro de Avelãs, for both pedestrian and wheeled movement and with the inclusion of the bridge at Ponte do Arquinho as an extra node.
our calculation of the wheeled LCP. In this case, the match is very good, and the LCP aligns well with the milestones and bridges located there. Although this looks like a good solution, we shall return to this issue later on to see whether there might be a subtler explanation for this particular question.

On the other hand, the pedestrian LCP shows only a partial coincidence with the known evidence about the branches. Towards the west of *Aquaæ Flaviæ*, the pedestrian LCP follows practically the same corridor as the LCP for vehicles. To the east, the pedestrian LCP takes a rather straighter route towards Castro de Avelãs, a route which aligns with a couple of milestones and a bridge before crossing the Rabaçal river, but which runs far from the two milestones to the northwest of Castro de Avelãs. This might make it possible to argue that part of the northern branch of the road to the east of *Aquaæ Flaviæ* could correspond to optimal routes for other criteria. Unfortunately, we have had no chance to test if they could also have corresponded to the second or third best routes for wheeled vehicles which may have been in use for whatever reason. Besides this, and even if we consider that pedestrian movement can help to understand part of the northern branch to the east of *Aquaæ Flaviæ*, it is of little help in clarifying the southern branch to the west.

14.4.2 Overcoming the Limitations of the Single Least-Cost Path Model

This is where the use of LCPs can take us. If we wish to explore further the possible logic of these branches, we need to resort to other methodological tools which reach beyond the restrictions of LCPs. These restrictions have recently been discussed, and some alternate methods have been proposed, such as “circuit theory” (Howey and Brouwer Burg 2017) or the exploration of potential movement in terms of “flows” or as “topographies of movement” (Fábrega-Álvarez 2006; Frachetti 2006; Llobera et al. 2011; Mlekůž 2014; Frachetti et al. 2017). We decided to use Focal Mobility Networks, or MADO in its Spanish acronym (Llobera et al. 2011), for two main reasons. Firstly, because we are more familiar with its operation, as one of us (C.P-O) was one of the authors who developed it, and we have previous experience in applying it. Secondly, because MADOs can be calculated using any desktop GIS software, thus simplifying our analysis, since we could limit ourselves to using one single piece of software (ArcGIS in our case).

MADO has been defined as “the network of most likely paths towards a given destination”. It is based on the application of hydrological tools (flow direction and accumulation) to cumulative cost surfaces. The final result, a raster image of “cumulative probability of movement”, can be reclassified into a network of potential paths towards the destination of choice (Llobera et al. 2011; an example of a similar approach in Fábrega-Álvarez et al. 2011).

Applying this approach to our case study, we calculated the MADO towards the three nodes on which the Roman roads in our area are based (*Aquaæ Flaviæ*, Castro
de Avelâs and Caladunum) and obtained a map of the potential natural corridors heading towards any of the three destinations (Fig. 14.3). Even though, according to the LCP analysis, Ponte do Arquinho also seemed to be a primary node in the area, we intentionally decided to leave it out in this case so as to double check the preliminary idea.

This led to an initial interpretation of the most probable corridors of mobility towards the four destinations we have chosen. A measure of the reliability of these corridors with respect to mobility in Roman times can be obtained by quantifying their proximity to the material elements related with Roman roads (milestones and bridges). In the area of interest for our analysis, six bridges with a Roman origin have been documented and a total of 73 milestones are known (Rodríguez Colmenero et al. 2004). Since some of them are clustered in one single location, the actual number of milestone locations is 53. While bridges are obviously in situ elements, most of the milestones known in the area are found today in secondary locations. The exact place of origin is known only for a few of them (12) and, although most of the remaining ones are thought to be placed near their original location, we have considered them separately for our purpose here.

Table 14.2 summarizes the results of this measurement, showing a relatively high proximity between all the in situ elements and the closest MADO route: only one in
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*Fig. 14.3* An overlay of the MADO routes leading towards Caladunum, Aquae Flaviae and Castro de Avelâs

---

[2] The threshold to extract the lines visible in Fig. 14.3 was set at 600,000 cells (60 km² of “mobility basin” at this resolution). For further details, see Llobera et al. (2011).
Table 14.2  Linear distance of material elements related to the Roman roads and the closest MADO route

<table>
<thead>
<tr>
<th>Distance (m)</th>
<th>In situ milestones</th>
<th>All milestones</th>
<th>Bridges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N° of locations</td>
<td>N° of locations</td>
<td>Distance (m)</td>
</tr>
<tr>
<td>0–100</td>
<td>4</td>
<td>14</td>
<td>0.5</td>
</tr>
<tr>
<td>100–200</td>
<td>1</td>
<td>5</td>
<td>8.3</td>
</tr>
<tr>
<td>200–300</td>
<td>1</td>
<td>4</td>
<td>19.1</td>
</tr>
<tr>
<td>300–400</td>
<td>4</td>
<td>6</td>
<td>45.1</td>
</tr>
<tr>
<td>400–500</td>
<td>1</td>
<td>2</td>
<td>69.0</td>
</tr>
<tr>
<td>500–1000</td>
<td>0</td>
<td>12</td>
<td>259.3</td>
</tr>
<tr>
<td>1000–2000</td>
<td>1</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>&gt;2000</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

Milestone locations are shown grouped in intervals according to distance

Table 14.3  Proximity between material elements related to the Roman roads and MADO routes: % of elements within a buffer distance of 250 m and 500 m from any MADO route

<table>
<thead>
<tr>
<th>Buffer distance (km²)</th>
<th>Area covered (km²)</th>
<th>% of total area</th>
<th>% of material elements within Buffer distance</th>
<th>% of in situ elements within Buffer distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>404.3</td>
<td>12.94</td>
<td>44.06</td>
<td>61.11</td>
</tr>
<tr>
<td>500</td>
<td>732.3</td>
<td>23.44</td>
<td>62.71</td>
<td>83.33</td>
</tr>
</tbody>
</table>

situ milestone location is more than 500 m far from any MADO route. A complementary quantification, taking into account the density of MADO routes in the area, is shown in Table 14.3. Almost all the in situ elements are located within a buffer distance of 500 m of the MADO lines depicted in Fig. 14.3, which represents around 23% of the total area under analysis.

14.4.3  From MADO Meshes to Multiple Discrete Optimal Connections

All the above seems to indicate that the potential routes modelled with our MADO analysis show a high degree of coincidence with the actual routes used by Roman mobility in the area. In turn, this reinforces the conclusions of Fonte et al. (2017) in relation to the suitability of the friction model developed for modelling Roman mobility in this region. However, if we want this MADO analysis to be more useful in understanding the logic behind the different branches of the Via XVII which seem to have existed here, we still need to simplify the extremely dense network of potential routes shown in Fig. 14.3. In fact, MADO analysis does not by definition provide connections between points, but rather potential paths with no specific origin. This is clearly obvious in some routes in Fig. 14.3 which “lead to nowhere”, while some others are prolonged across the whole area and do indeed connect the
destination points of choice. This happens when MADO lines leading to one location (for instance, *Aquae Flaviae*) overlap at some point with MADO lines leading to any other of the two given positions (Castro de Avelãs or *Caladunum*). Thus, there is an intrinsic network of multiple LCPs hidden behind the larger complete mesh of MADO lines.

In order to extract the network of multiple LCP, we followed the proposal of Lynch and Parcero-Oubiña (2017): simply selecting the overlapping segments of the lines obtained from all sites independently and merging them into one single path connecting the three nodes. Prior to this, we calculated a line density map in order to see which corridors had a higher concentration of potential mobility. This, together with the elimination of the lines with a centrifugal direction, ended up in the multiple LCP shown in Fig. 14.4.

This network of multiple optimal connections can also be organized in a hierarchy using different criteria, which might help us to further understand why some of them seem to correspond better than others with the distribution of material indicators of the Roman roads. Cost distance measurements are a combination of linear distance and terrain friction, two factors which can be explored separately in order to obtain two complementary path hierarchies. Firstly, we can look at the length of each path. Figure 14.4, top, shows that line width is proportional to the length of each path with the labels quantifying the relative length of each one, with 1 being the shortest in each direction (to the west and east of *Aquae Flaviae*, respectively). To the west, the shortest path is also the LCP in terms of cost (see Fig. 14.2). However, the most remarkable result is the extremely good coincidence of the second shortest path with the distribution of milestones marking the supposed route of the southern branch (compare with Fig. 14.1). The third potential path takes a substantial detour and is almost 40% longer than the shortest one.

Between *Aquae Flaviae* and Castro de Avelãs, the network of potential paths is denser. In this case, the LCP obtained in Fig. 14.2 is not the shortest one, but only the fourth in length: three shorter routes exist northwards, which converge in crossing the Rabaçal river around Ponte de Picões and, when combined, are not too different from some of the reconstructions proposed for the northern branch of the Via XVII in this area. One of them is also rather similar to the pedestrian LCP, as shown in Fig. 14.2. Among the options to the south, and with respect to the LCP represented in Fig. 14.2, this analysis shows how the connection via the bridge of Ponte do Arquinho is, actually, one of the optimal choices to travel between *Aquae Flaviae* and Castro de Avelãs, even if the path is not obliged to go over that bridge. Finally, there is one more optimal path with a significantly longer route which implies an extra 12–16 km.

A complementary, and perhaps more illuminating, hierarchy emerges if we quantify the total friction of the terrain crossed by each path. This quantification is made by adding the friction values of all the cells that each path goes across. To ease comparison, we have also represented these values in relative magnitudes, with 1 being the sum of frictions of the less costly path in each direction independently (to the west and east of *Aquae Flaviae*, respectively).
Fig. 14.4  The most probable routes between the different nodes considered, compared in relative terms of length and cost. Top: line thickness is proportional to length (longest routes correspond to thicker lines); labels indicate how much longer each route is with respect to the shortest one. Bottom: line thickness is proportional to accumulated friction crossed (higher frictions correspond to thicker lines); labels indicate, in relative terms, how much more accumulated friction each route implies with respect to the least cost one. An independent relative scale is used, respectively, for the routes to the east and west of *Aqua Flaviae*. 
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To the west of *Aquae Flauiae*, this friction-based hierarchy, once more, defines
the first LCP as the optimal one (as should be expected). The second shortest path
is also in second place in terms of friction travelled. The longer detour to the north
also implies a higher cost and, although the differences are not very high, when
combined with length, it is clear that this is the least optimal of the three most prob-
able routes. Again, it must be highlighted that the two first optimal paths are those
which coincide well with the distribution of milestones in this sector.

To the east of *Aquae Flauiae*, the situation is somewhat more complicated and
interesting. Quite surprisingly, the LCP though Ponte do Arquinho is now the best
option (i.e. the pathway which implies crossing a terrain with a lower degree of
overall friction), and it is only due to the fact that it is slightly longer (2 more km)
that it does not come out as the optimal connection between *Aquae Flauiae* and
Castro de Avelãs when a LCP approach is used. This is an interesting result which
also helps to qualify the true influence of Ponte do Arquinho as a node in this sec-
tion: rather than it being a direct conditioning factor for the layout of the road, it
could be interpreted as the crossing point coinciding with one of the best “natural
corridors” across the area.\(^3\) The extra distance implied by this route with respect to
the first optimal choice (ca. 2 km), as calculated by the LCP analysis, seems to have
been less relevant in Roman times than the lower overall friction that it offered.

As far as the northern routes, which were shorter in length, are concerned, they
now imply a more substantial extra friction of 30–67% when compared to the two
southern routes. In this case, the existence of a possible branch of the road in this
area would not be fully explained merely in terms of an alternative optimal route for
wheeled vehicles. It seems clear that certain other factors must have come into play.

### 14.5 Final Comments

The results of our analysis seem to imply that a balance between terrain friction and
distance lay behind the apparent selection of the routes that were followed at some
point to travel across this region in Roman times. Between *Aquae Flauiae* and
*Caladunum*, the shortest and least costly path was complemented by the second-
best choice in terms of both cost and length, facilitating the access to a southern area
of the Terva valley which, at some point in time, became important for the mines
located nearby. What our analysis shows is that the route across this part of the val-
ley was chosen following the same criteria which lay behind the selection of the first
route northwards: the preference for terrain suitable for wheeled vehicles, according
to the friction model summarized in Table 14.1.

Between *Aquae Flauiae* and Castro de Avelãs, the situation is a little more com-
plex, since the hierarchy of best routes changes depending on how it is measured: in

\(^3\) Rather than being the only, or best, possible way to cross the Rabaçal river, as seems to have been
the case with other bridges in the region, such as Ponte Bibe on a nearby road (Güimil-Fariña and
Parcero-Oubiña 2015).
terms of length or travelled friction. The analysis based on the use of MADO for the
calculation of multiple LCP shows that a single LCP analysis may imply an over-
simplification of a subtler case. Although the path that best matches the distribution
of known milestones and bridges is not the first LCP between Aquae Flaviae and
Castro de Avelãs, it is, however, among the optimal choices available. Indeed, it is
the path which implies travelling over terrain with a lower degree of friction, despite
being slightly longer. The MADO-based calculation of multiple LCP has allowed us
to better understand that the rationale behind this section of the road is no different
from what was proposed for the road as a whole. The apparent influence of Ponte do
Arquinho as a primary node is also lessened by this analysis.

The location of the elements signalling the supposed northern branch of the road
in this sector shows, in general, a rather good coincidence with other potentially
optimal routes, which would have implied higher costs to traverse, despite being
shorter. It should be noted that a large section of these routes is coincident with the
pedestrian LCP calculated for this area, and the combination of these two factors
may provide an argument to help understand the logic of this branch: a shorter con-
nection for pedestrian travel, allowing access to a different portion of the territory
which, although it is only a secondary option for wheeled movement, is also among
the “natural corridors” to cross the area in those circumstances.

The analysis we have summarized here offers just a brief example of the poten-
tial of using tools other than LCP to digitally explore and predict the possible routes
of ancient roads. Undoubtedly, a more refined approach is needed than that shown
here, but hopefully this example will illustrate the benefits of using tools, such as
MADO, to explore potential mobility in less restrictive ways.

References

Abásolo Álvarez JA (1990) El conocimiento de las vías romanas. Un problema arqueológico. In:
Simposio sobre la red viaria en la Hispania romana. Institución Fernando el Católico, Zaragoza,
pp 7–20
Alonso Trigueros JM (2014) Modelo gráfico para la datación de las vías romanas empiedra-
das a partir del estudio de sus estados de frecuentación y del análisis superficial de roderas.
on 12 May 2018
De Gruchy MW (2016) Beyond replication: the quantification of route models in the North Jazira,
Algunos ejemplos de urbanismo de la primera Edad del Hierro, segunda Edad del Hierro y
Romanización. In: Moreno Gallo I (ed) Nuevos Elementos de Ingeniería Romana, III Congreso
de las Obras Públicas Romanas. Junta de Castilla y León / Colegio de Ingenieros Técnicos de
pdf. Accessed on 12 May 2018


Roldán Hervás JM (1975) Itineraria Hispana. Fuentes antiguas para el estudio de las vías romanas en la península ibérica. Universidad de Valladolid, Valladolid


Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter's Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the chapter’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
Chapter 15
Rethinking Approaches for the Study of Urban Movement at Ostia

Katherine A. Crawford

Abstract  Despite a range of existing approaches for examining movement within ancient cities, the study of movement intent has received limited attention. This paper begins to address this gap by considering how pedestrian movement can be studied at Ostia, Rome’s ancient port, by transitioning focus to what structured movement routes, namely the built environment and social activity. Using the UNA (Urban Network Analysis) Toolbox developed for ArcGIS, betweenness centrality is calculated in relation to different types of buildings. The results, when associated with Ostia’s streets, provide a visualization of potential areas of movement specific to certain social activities that occurred within the urban landscape. This provides a novel methodological approach for assessing different forms of directed movement within ancient urban landscapes.

Keywords  Urban Network Analysis · GIS · Archaeology · Ostia

15.1 Introduction  

The study of movement within ancient Roman cities has seen a growing corpus of scholarship in recent years (Laurence 2008; Laurence and Newsome 2011; Östenberg et al. 2015; Poehler 2017). While the majority of research has followed either literary accounts of ancient movement (Favro 1996; Laurence 2011) or proxy evidence that is indicative of movement (Ellis 2004; Hartnett 2008, 2017; Poehler 2017), an increasing number of studies are beginning to apply computational approaches as a way to study pedestrian movement that is otherwise invisible within the archaeological record (Stöger 2011; Van Nes 2014).

Network science methodologies constitute one of the most frequently used methods for examining pedestrian movement, providing a quantitative approach for studying urban movement patterns that have developed out of modern urban planning techniques (Barthelemy 2011; Porta et al. 2006; Sarkar 2013). In particular, the
application of space syntax theories and methods, developed by Hillier and Hanson (Hillier and Hanson 1984) for spatial analysis, has been predominantly applied to questioning how ancient street systems structured movement (Kaiser 2011; Stöger 2011). However, such methods do not address questions concerning different types of pedestrian movement or movement with varying intents.

Roman pedestrian research is largely limited to the analysis of random movement patterns that are structured by a city’s street network. Studies of movement intent, movement with intended goals, that use computational approaches have received very little attention (Branting 2004; Poehler 2016; Thaler 2005). The majority of pedestrian movement, arguably, would have occurred with pedestrians having intended destinations or varying levels of knowledge of the urban landscape they traversed. And while the topic has received some attention in the context of Roman cities (Macaulay-Lewis 2011), the lack of engagement is largely due to the minimal trace that is left within the archaeological record and the limited written commentary about specific forms of movement. Thereby, any attempt to study pedestrian intent within a specific city is increasingly complicated.

This paper addresses this limitation by introducing a new computational approach for the study of directed urban movement that focuses upon how the built environment, indicative of social activity, may have played a role in structuring movement routes throughout a city. Using Ostia, Rome’s ancient port, as a case study, this paper proposes a new way to look at how pedestrian movement can be studied within the late second century CE city. The size of the city and the extent to which it has been excavated make Ostia an ideal case study for applying an integrated computational approach that combines archaeological data, GIS, and urban network analysis (Sevtsuk et al. 2016), enabling the study of possible urban movement patterns.

15.2 Methods

15.2.1 Modelling Movement Intent

Recognizing the difficulties of studying urban movement, a new method needs to be developed that moves beyond studying how a city’s streets promoted generic movement patterns. One way to approach this is by questioning how a city’s built environment and corresponding social activity played a role in structuring different types of urban movement. Scholars have long recognized the relationship that existed between a city’s built form and social activity (Lawrence and Low 1990; Rapoport 1982). Various urban theorists have focused attention upon how people understand and inhabit cities as well as how a city should be structured to promote different forms of social activity (Jacobs 1961; Kostof 1985; Lynch 1960). In terms of Roman studies, these theories have been adapted by scholars such as MacDonald
(1986) to gain a better understanding about how people both interacted with and experienced a city.

Despite the acknowledged correlation between the built environment and social activity, questions of different types of ancient pedestrian movement have yet to be addressed with appropriate methodological rigour. The predominant methodologies for studying Roman pedestrian movement adopt either phenomenological approaches informed by random walks through the city (Favro 1996; Yegül 1994) or apply computational approaches like space syntax that consider movement in terms of a city’s street network design (Stöger 2011). In both instances, the pedestrian movement under consideration is random and does not account for other urban dynamics that influenced pedestrian routes. By transitioning focus back towards how a city influences movement patterns, beyond solely its visibility or geometric design, a more nuanced approach can be developed for looking at ancient urban movement.

15.2.2 Ostia’s Urban Landscape

In order to question how Ostia’s built environment shaped different pedestrian movement patterns, a detailed plan of the second century CE built environment and street network is required. The excavated city represents a palimpsest of periods ranging from the end of the fourth century BCE into the sixth century CE (Pavolini 2006). The present study focuses upon the end of the second century CE because it represents one of the most well-defined periods for Ostia’s urban landscape (DeLaine 2005). The extensive number of studies into buildings dating to the second century CE means that the built environment and corresponding streets are relatively well identified (Calza 1953; DeLaine 2002; Mar 2008; Meiggs 1973; Pavolini 2016). The extent to which the city has been excavated and knowledge of its street network provide an excellent opportunity to study pedestrian movement dynamics within the city.

Following a general conception of Roman urban space, buildings are classified within five broadly defined categories of space: commercial, production, residential, public, and religious (Fig. 15.1). These classifications do not negate the complexity of urban space, instead, they serve as an exploratory method to assess how different buildings, associated with specific types of social activity, shaped movement patterns within Ostia’s urban landscape. All excavated buildings that compose the late second century CE city were classified into one of these five categories following their general architectural function (Flohr 2013; Heinzelmann 2005; Meiggs 1973; Packer 1971; Russell 2016). There is a certain degree of speculation within these classifications. First, due to how the site was excavated the purpose of many of the buildings has to be inferred through various comparative studies at Ostia and other Roman cities. Second, the majority of structures found at Ostia
would not have had only one purpose. Instead, ground floor and upper storey spaces could have accounted for a variety of different activities, such as ground floor shops and storage rooms and upper storey residential spaces (Pirson 2007). For the present study, the classifications are indicative of ground floor spaces that are directly accessible from the street. Furthermore, the limitation of space classifications to five categories enables a workable dataset that begins to question how different aspects of the built environment structured movement patterns throughout Ostia.

The street network used within this study needs additional clarification. Within the excavated city, the streets date to the end of the second century CE (Mar 2008). In order to more accurately study movement patterns, the extended street network is additionally included following preliminary geophysical survey results (Heinzelmann 1998; Martin and Heinzelmann 2000) as well as the space syntax axial graph produced by Stöger (Stöger 2011) based upon these initial survey results. It needs to be noted that portions of the extended street network date to the beginning of the third century CE, thereby slightly postdating the present period of study. However, until the geophysical survey results are fully published it is difficult to know exactly which sections of the street network date to which period. Therefore, the total extended street network is included in order to negate issues of an edge effect, or the creation of an artificial boundary, within the urban network analysis calculations by accounting for the possibility of movement travelling beyond the excavated city. While it needs to be acknowledged that any adjustment to the extended street network design may have some effect upon the network analysis results, the variation is less extreme than if only the excavated streets were used.
15.2.3 Urban Network Analysis

Centrality measurements are one of the predominant network analysis calculations used by modern urban researches to investigate pedestrian movement. Until relatively recently, however, these measures have been used within the context of relational networks rather than accounting for geographical scale (Crucitti et al. 2006; Hillier and Hanson 1984). The concept of centrality is based upon the idea that within a network, certain nodes are more important. In terms of urban movement, centrality provides a way to determine likely areas of movement. Among the possible measurements, the most relevant for the present study is the application of betweenness centrality. Betweenness centrality computes the likelihood that a certain node, or in this case building, will be passed when travelling the shortest distance between two nodes (Brughmans 2010; Brughmans et al. 2016; Isaksen 2013). This enables the subsequent study of individual streets with a high degree of movement potential relative to the built environment. By focusing attention upon through movement, what is passed by pedestrians can be assessed regardless of their destination or origin. In this way, focus remains upon what is being passed regardless of the overall purpose of the journey.

Betweenness centrality graphs are traditionally computed using two network elements, nodes and edges. When applied to pedestrian studies on the scale of a city’s street network, this correlates to nodes representing intersections while edges symbolize the streets (Porta et al. 2006). Space syntax, in contrast, inverts this network structure where the edges become nodes, and nodes represent edges (Hillier and Hanson 1984). In both of these types of network analyses, the level of enquiry is focused upon the spatial connection between the nodes and edges. However, within these network graphs, the relationship of the surrounding urban environment or related social activities remains unaccounted for within present movement-centred studies (Sevtsuk and Mekonnen 2012).

The vast majority of archaeological studies use betweenness centrality measures within the context of regional queries, focused upon the structure and connectivity of various sites (Bikoulis 2012; Brughmans 2010; Groenhuijzen and Verhagen 2015). Within these studies, the mobility of objects, people, or ideas within a landscape often becomes the emphasis of study. Despite the predominant applications of centrality to archaeological questions based upon regional scales, this does not limit its application to smaller urban datasets, such as a specific city (Mol and Mans 2013). The only existing example of betweenness centrality applied to an ancient urban street network is Poehler’s (Poehler 2016) analysis of movement potential relative to doorways located along Pompeii’s street system. While innovative in determining which Pompeiian streets saw the greatest amount of traffic by applying network analysis principals, it considers only generic movement patterns. Other urban factors that may have affected traffic within the city in addition to the network structure are unaccounted for within the present model.

To transition enquiry away from assessing movement in isolation to its surrounding built environment, urban network analysis is used to focus upon how buildings...
played a role in structuring movement along a street network using an adapted form of network analysis. Betweenness centrality is calculated in relation to the previously specified building classifications using the ArcGIS UNA (Urban Network Analysis) toolbox (Sevtsuk et al. 2016). The toolbox was created by urban planners as a way to question how the presence of buildings affects traditional centrality measurements (betweenness, centrality, reach, etc.) directly within GIS. Whereas standard network analysis is computed using nodes and edges, urban network analysis enables the addition of buildings as a third metric of study, creating a tripartite network. As a result, buildings become the focus of analysis, which are then computed in relation to their position along the street network previously detailed in ArcGIS. The betweenness centrality equation used by the UNA toolbox is adapted from Freeman (Freeman 1977) to highlight which buildings within the urban system saw the greatest potential of having passing movement along a street network. The results indicate the likelihood of a building being passed by through movement regardless of its destination or origin.

An innovative feature of the UNA toolbox and its application to archaeological questions of urban movement concerns the adaptability of the scale of measurement and the ability to attribute buildings with different variables or building weights. In terms of scale, a specific radius can be defined within the betweenness centrality calculations which limits the distance calculated from one building to all other buildings within the cityscape. Within modern cities a 400 m radius traditionally conforms to pedestrian scale movement while a 800 m radius is specific to vehicular traffic (Omer et al. 2015). However, these values do not necessarily directly relate to movement scale within the ancient city.

The best radius relative to pedestrian movement needs to be determined in relation to Ostia’s built environment. A specified radius ensures that the centrality calculations of each building are computed only if a building is located within an equal or less geodesic distance from the specified radius from every other building along the street network (Sevtsuk and Mekonnen 2012). Additionally, calculations are computed using a network radius rather than a Euclidean radius to ensure that the results correspond to movement only occurring along the streets, not through buildings. To determine the ideal radius, six different betweenness centrality calculations were run using a 100–600 metre radius (Fig. 15.2). Within each betweenness graph, the buildings included within the highest betweenness centrality category (indicated in black) were then used as nodes to create a delineated area of greatest movement potential. Figure 15.2 shows that the greatest area of high movement potential is illustrated with a 100–300 metre radius; however, in these examples, movement is concentrated within either the western or eastern ends of the city. A 400 or 600 metre radius is more indicative of continuous movement across a larger portion of Ostia’s cityscape. To ensure that the measurements correspond to both the excavated cityscape and local-scale pedestrian movement, a 400 metre radius is ultimately chosen.

A second feature of the UNA toolbox that has significant potential for the study of directed movement is the ability to weight buildings with different attributes. This can include variables such as a building’s size, number of occupants, or
Fig. 15.2 Betweenness centrality measurements using a radius of 100–600 metres. The general areas with the highest betweenness values are detailed.
building type. For the present study, weighted values relate to the five different building classification categories and their individual influence upon passing movement. Betweenness centrality was run for each classification category, weighted with a value of 10 to reflect its assumed importance for pedestrian movement. The other four spaces were provided with a value of 1 to ensure that every building within the excavated cityscape is accounted for within the calculations (e.g., commercial spaces, weight 10; other four spaces, weight 1).

The application of betweenness centrality using Ostia’s building classifications as the focus of analysis enables the assessment of what buildings were likely passed when weighted according to building type that is indicative of various social activities. The resulting betweenness centrality graphs (Figs. 15.3 and 15.4) present a visualization of the betweenness values relative to each building classification category. To more easily correlate this to possible movement routes, the streets corresponding to the two highest betweenness values are subsequently detailed. This enables a comparison between the different graphs to determine the extent to which the five building classifications affect pedestrian movement along Ostia’s streets, ultimately reflecting distinct forms of movement intent.

15.3 Results

The calculation of betweenness centrality weighted by building importance gives some insight into the way in which social activity structured possible movement routes. To assess the degree to which weighted calculations affect the results, an unweighted betweenness centrality graph, applying a 400 m radius, was initially calculated (Fig. 15.3). The results illustrate the areas of the cityscape that saw the greatest potential of use. Ostia’s primary street, the decumanus, has the highest degree of movement potential which correlates to the highest centrality measures. The areas of movement potential largely reflect how random movement is structured by the design of the built environment and the street network configuration if no other factors are taken into account. While the unweighted graph provides insight into the general configuration of the city for generating movement, weighted calculations begin to address the nuances of how the built environment structures movement depending upon what buildings are significant for passing pedestrian movement.

The calculation of weighted betweenness centrality shows some variation in results (Figs. 15.3 and 15.4), indicating that building importance can play a noticeable role in structuring movement directionality. While the highest betweenness centrality values stay relatively consistent throughout all of the graphs, variation is shown by the second highest betweenness value, represented by the top 40% intensity of street use visualization. This provides a clear indication that building importance has a direct correlation to potential movement routes.
Fig. 15.3 Betweenness centrality measurements following unweighted buildings, commercial weighted buildings, and production weighted buildings and the corresponding streets with the greatest intensity of use (radius, 400 m)
Fig. 15.4  Betweenness centrality measurements following residential weighted buildings, public weighted buildings, and religious weighted buildings and the corresponding streets with the greatest intensity of use (radius, 400 m)
15.4 Discussion

A range of different movement patterns become visible through the calculation of betweenness centrality when applying urban network analysis (Figs. 15.3 and 15.4). The results, when compared to the unweighted calculation of betweenness centrality shown in Fig. 15.3, indicate that building functionality has a notable effect upon areas of movement. While the movement potential along streets can be attributed in part to how various buildings have been classified, the potential of the method for exploring questions of how building type affected areas of urban movement is evident.

Movement along the city’s primary street, the decumanus, has the greatest movement potential within all of the weighted betweenness calculations. The western portion of the decumanus sees predominant use within the commercial and residential weighted calculations. The production and religious weighted graphs show the greatest intensity of movement occurring along the eastern portion of the decumanus. When weighted by public buildings, in contrast, the results indicate a relatively even dispersal, which likely corresponds to the number of public buildings that are accessible from this street.

The Via della Foce, one of Ostia’s secondary streets, sees a substantial amount of likely passage. Residential and religious weighted graphs have the greatest percentage of potential movement along this street, while commercial and public have the second highest probability of use. This street’s high degree of movement activity is not surprising considering its connection to the decumanus and that it leads to the city’s river harbour that is located northwest of the excavated city.

A less consistently used street is the Cardo degli Aurighi, which parallels the Via della Foce. The residential weighted graph shows that this street has a high degree of use, which is unsurprising considering the concentration of residential spaces located within its vicinity. The other betweenness graphs indicate that it has some degree of movement potential when the calculations are weighted by both commercial and public buildings. In these two examples, the street has the second highest degree of movement potential. Movement along the internal streets connecting both the Cardo degli Aurighi and the Via della Foce also occurs only when weighted by residential space. This provides an indication that potential movement routes can have noticeable variation depending upon what structures are deemed important for movement travelling throughout the city.

The Semita dei Cippi, which extends south off of the eastern decumanus has an inconsistent degree of use. All of the betweenness graphs, except for the public weighted measurements, indicate that this street has the second highest probability of use. In terms of Ostia’s commercial movement economy, this street likely saw an increased amount of commercial traffic since the street served as a connection between Ostia’s southern entrance gate and the Tiber (DeLaine 2005; Mar 2008).

The final street that sees a medium degree of use is the cardo maximus. The southern cardo maximus consistently has the second highest probability of use. When weighted by religious structures, this area of movement extends to the limits
of the excavated portion of the street. The northern *cardo maximus* sees a bit more variation in usage. Production and residential weighted graphs show the greatest probability of movement travelling towards the northern *cardo maximus*. This correlates to the concentration of apartment buildings located within the vicinity of this street as well as a number of production buildings positioned near the Tiber. The other weighted classifications show little potential of movement travelling along Ostia’s northern streets. Considering the number of warehouses and storage buildings located along the Tiber’s edge, it is unsurprising that movement within parts of the northern city is limited.

The results of these different weighted betweenness centrality graphs all show the degree to which buildings influenced possible areas of movement throughout the second century CE cityscape. When compared to the unweighted betweenness centrality graph (Fig. 15.3), the five weighted calculations (Figs. 15.3 and 15.4) provide a visual representation about how movement directionality can change when study is focused upon what is being passed rather than just the structure of a city’s street network.

### 15.5 Conclusion

This paper has aimed to introduce a new approach for studying directed pedestrian movement by applying urban network analysis to assess how building usage shapes potential movement areas. By moving enquiry beyond traditional approaches that focus upon how the construct of the street network promotes pedestrian movement, the calculation of betweenness centrality using building importance at a weighted scale shows distinct areas of movement potential. The results indicate that there is noticeable variation in possible routes at Ostia depending upon what types of buildings are most influential to pass.

The framework introduced above for studying movement intent can be subsequently tied to more detailed questions concerning Ostia’s built environment. This could range from considering how additional building classifications or the occupancy size of buildings effects movement throughout the city. The results provide a heuristic tool for assessing how different aspects of Ostia’s built environment impact movement throughout the city, allowing different assumptions to be tested. At present, only one building was weighted, but future analyses can assess how different combined weights of building types affect the betweenness results. This paper has illustrated the possibility of studying how pedestrian movement may have been shaped by different urban factors at Ostia. The application of urban network analysis shows significant potential for enabling new avenues of research to be developed that consider the nuances of urban pedestrian movement.
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